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O Topology Review

§0.1 Euclidean Space R”

Before embarking on the concept of general topological space, let us look at the Euclidean space R".
R™ is equipped with the notion of distance between 2 points p and q.

Definition 0.1.1 (Distance). Let the coordinates of p and ¢ be (p', p?, .....p") and (¢, ¢>, ...... q"),
respectively. The distance between p and ¢ is given by

d(p,q) = [i(pi - q")2]

i=1

N|=

Definition 0.1.2 (Open ball). An open ball B(p,r) in R™ with center p € R™ and radius r > 0 is
defined as the set

B(p,r) ={z e R" : d(z,p) <7}

A set equipped with the notion of distance between its elements is called a metric space!. Thus the
Euclidean space R" is a metric space. And we can talk about open balls in R™ using this metric. We
can define open sets in R™ using open balls B(p,r) defined above.

Definition 0.1.3 (Open Set in R™). A set U in R" is said to be open if for every p in U, there is
an open ball B(p,r) such that B(p,r) C U.

Proposition 0.1.1
The union of an arbitrary collection of {U,} of open sets is open. The intersection of finite
collection of open sets is open.

Proof. Trivial. |
Example 0.1.1
The intervals (—%, %) , n=1,23,.... are all open in R but their intersection
11
N(-57)-©
neN
is not open.

The metric d in R™ allows us to define open sets in R™. In other words, given a subset of R", we can
tell if it is open or not. This situation is a special case called metric topology in R".

§0.2 Topology

!There are some properties that a metric (distance) function should have. We won’t go into much details
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Definition 0.2.1 (Topology). A topology on a set S is a collection 7 of subsets of S containing
both the empty set @ and the S such that 7 is closed under arbitrary union and finite intersection.
In other words,

o IfU, €T for all v in an index set A, then |J U, € T
acA

o fU, €T forie{1,2,....,n},then N U; €T
=1

2

The elements of T are called open sets.

Definition 0.2.2 (Topological Space). The pair (S, T) consisting of a set S together with a topology
T on S is called a topological space.

Abuse of Notation. We shall often say “S is a topological space” in short. But there is always a
topology T on S, which we recall when necessary.

Definition 0.2.3 (Neighborhood). A neighbourhood of a point p € S is called an open set U
containing p.

Definition 0.2.4 (Closed Set). The complement of an open set is called a closed set.

Proposition 0.2.1

The union of a finite collection of closed sets is closed. The intersection of an arbitrary collection
of closed sets is closed.

Proof. Let {F;};"_, be a finite collection of closed sets. Then, {S\ F;};_, is a finite collection of open
n

sets. The intersection of a finite collection of open sets is open, therefore () (S'\ F;) is open. By De
i=1
Morgan’s law,

n n n
ﬂ (S\F;) =5\ (U FZ> is open = U F; is closed
i=1 i=1 i=1
Therefore, the union of a finite collection of closed sets is closed.
Now, let {F,}aca be an arbitrary collection of closed sets with A being an index set. Then {S\ Fy }aca

is an arbitrary collection of open sets. We know that the union of an arbitrary collection of open sets
is open, therefore | J 4 (S'\ Fo) is open. By De Morgan’s law,

U (S\ Fo) =S\ (ﬂ Fa> is open = ﬂ F, is closed

acA acA aEA

Therefore, the intersection of an arbitrary collection of closed sets is closed. |

Definition 0.2.5 (Subspace Topology). Let (S,7) be a topological space and A a subset of S.
Define T4 to be the collection of subsets

Ta={UNA|UE€eT}

T4 is called the subspace topology of A in S.
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It is not hard to see that T4 satisfies the conditions of a Topology. Firstly, T4 contains both & and A.
For these, taking U = @ and U = 5, respecitvely, suffices. By the distributive property of union and

intersection
JWana)= (UU)ﬁAand ((WU:inA) = (ﬂU)mA

a i=1

which shows that T4 is closed under arbitrary union and finite intersection. So 7T is a Topology
indeed.

Example 0.2.1

Consider the subset A = [0, 1] of R. In the subspace topology, the half-open interval [ 7) is an
open subset of A, because [0,3) = (—3,3) N [0,1]

Lemma 0.2.2

Let Y be a subspace of X (that is Y has the subspace topology inherited from X). If U is open
in Y and Y is open in X, then U is open in X.

Proof. Since U isopenin Y, U =Y NV for some V open in X. Both Y and V are open in X, hence
Y NV =U is also open in X. |

§0.3 Bases and Countability

Definition 0.3.1 (Basis and Basic Open Sets). A subcollection B of a topology T is a basis for T
if given an open set U and a point p in U, there is an open set B € B such that p € B C u. An
element of B is called a basic open set.

Example 0.3.1

The collection of all open balls B(p,r) in R" with p € R™ and r > 0 is a basis for the standard
topology (metric topology) on R™.

Proposition 0.3.1

A collection B of open sets of S is a basis if and only if every open set in S is a union of sets in B.

Proof. (=) We are given a collection of B of open sets of S that is a basis. U is any open set in S.
Also, let p € U. Therefore, there is a basic open set B),, € B such that p € B, C U. Hence, one can

show that U = |J B,.
peU
(<) Suppose, every open set in S is a union of open sets in B. Now, given an open set U and a

point p € U, since U = |J B, there is a B, € B, such that p € B, C U. Hence B is a basis. |
B.€eB

We say that a point in R" is rational if all of its coordinates are rational numbers. Let @Q be the set

of rational numbers and Q* the set of positive rational numbers.

Lemma 0.3.2

Every open set in R” contains a rational point.

Proof. An open set U in R” contains an open ball B(p,r) which, in turn, contains an open cube H I;
i=1
where I; is the open interval (pi — ﬁ,pi + ﬁ) Here is a visual example for n = 2.
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1 2

o+ )

G ) < (b

Figure 1: B(p,r) contains (p

Now back to general n. For each i, let ¢* be a rational number in I;. Then (¢!, ¢?, ..., ¢") is a rational

n
point in Hli C B(p,r). Therefore, every open set contains a rational point. [ |
i=1

Proposition 0.3.3

The collection By of all open balls in R™ with rational centers and rational radii is a basis for R".

Proof. Given an open set U in R" and p € U, there is an open ball B(p,r’) with positive real radius
r’ such that p € B(p,r’) C U. Take a rational number r € (0,7’). Then we have

p € B(p,7) C B(p,r') CU
By Lemma 0.3.2 , there is a rational point in the smaller ball B (p, g)

Claim — pe B(q, %) € B(p,r)

Proof. Since d(p,q) < %, we have p € B (q,%). Next, if z € B (g, %), then by triangle inequality

de,p) < do,a) + dlgp) < T+ =r

Therefore, z € B(p,r).
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- =

So,pe B (q, g) and B (q, %) C B(p,r). O

As aresult, p € B (q, %) C B(p,r) € B(p,r") CU. Hence we proved,
T
peB (q7 5) cU

In other words, the collection Bg of open balls with rational centers and rational radii is a basis for
R™. |

Both the sets Q and QT are countable. Since the centers of the open balls in By are indexed by Q",
a countable set, and the radii are indexed by QT, also a countable set, the collection By is countable.

Definition 0.3.2 (Second Countable). A topological space is said to be second countable if it has
a countable basis.

Proposition 0.3.3 shows that R™ with its standard topology is second countable.

Definition 0.3.3 (Neighborhood Basis). Let S be a topological space and p be a point in S. A basis
of neighbourhoods or a neighbourhood basis at p is a collection B = { B, } of neighbourhoods
of p such that for any neighbourhood U of p there is a B, € B such that p € B, C U.

Definition 0.3.4 (First Countable). A topological space S is first countable if it has a countable
basis of neighbourhoods at every point p € S.

Example 0.3.2

For p € R™, let B (p, %) be the open ball of center p and radius % in R™. Then {B (p, %)}
a neighbourhood basis at p. Thus R" is first countable.

oo .
n—=1 1S

An important note: An uncountable discrete topological space is first countable but not second
countable. A second countable topological space is always first countable.

§0.4 Hausdorff Space
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Definition 0.4.1 (Hausdorff Space). A topological space S is Hausdorff if given any 2 distinct
points x,y in S there exist disjoint open sets U,V such that z € U and y € V.

Figure 2: Here S is a Hausdorff space, U and V are disjoint open sets containing x and y respectively.

Proposition 0.4.1

Every singleton set (a one-point set) in a Hausdorff space S is closed.

Proof. Let x € S. We want to prove that {x} is closed, i.e. S\ {z} is open.
Let y € S\ {z}. Since S is Hausdorff, we can find disjoint open sets U, and V,, such that x € U,
and y € Vj. No such V, contains x. Therefore

s\{z}= |J v

yesS\{z}

So S\ {z} is union of open sets, hence open. So {z} is closed. [ |

Example 0.4.1

The Euclidean space R" (equipped with standard/ metric topology) is Hausdorff, for given distinct
points x,y in R", if € = %d(m, y), then the open balls B(x,€) and B(y, €) will be disjoint.

B(z,¢€) ,” N7 "\ B(y,e)

In a similar manner, one can show that every metric space is Hausdorff.

Lemma 0.4.2
Let A be a subspace of X. If X is a Hausdorff space, then so is A.

Proof. Take z,y € A C X with z # y. As X is Hausdorff, we can find disjoint open sets U and V in
X,suchthat Uszand Voy. x € Aandz € U,sox € ANU. Similarly, ye ANV.

Now, both ANU and ANV are open in A, with respect to the subspace topology. Furthermore,
(ANU)N(ANV)=ANn(UnNV)=@. Therefore, for z,y € A we’ve found disjoint open sets A NU
and ANV, containing x and y respectively. So A is Hausdorff. |
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§0.5 Continuity and Homeomorphism

Definition 0.5.1 (Continuous Maps). Let f : X — Y be a map of topological spaces. f is said to
be continuous if for each open subset V of Y, the set f~!(V) is an open subset of X.

Proposition 0.5.1
f: X — Y is continuous if and only if for every closed subset B of Y, the set f~!(B) will be
closed in X.

Proof. (=) Suppose f is continuous. B is closed, so Y \ B is open in Y. Therefore, by the continuity
of f, f7L(Y\B) =X\ f~Y(B) is open in X, so f~1(B) is closed.

(<) Suppose f~1(B) is closed in X for any closed B C Y. Take any open set U in Y. Choose
B =Y \U. Then by the assumption f~' (Y \U) = X \ f~1(U) is closed in X. This gives us f~1(U)
is open. So f is continuous. |

Definition 0.5.2 (Homeomorphism). Let X and Y be topological spaces; let f : X — Y be a
bijection. If both f and the inverse function f~' : ¥ — X are continuous, then f is called a
homeomorphism.

Example 0.5.1

The function f : R — R given by f(x) = 3z 4+ 1 is a homeomorphism. We define g : R — R by

g(y) = (y — 1). Then we have

- 3
fgly) =y and g(f(z))=2 Vz,yeR

This proves g = f~!. It is easy to see that both f and g are continuous functions. Therefore f is
a homeomorphism.

However, a bijective function can be continuous without being a homeomorphism.

Example 0.5.2

Let S' denote the unit circle in R?; that is ST = {(x,y) € R? | 22 + 4% = 1}, considered as a
subspace® of the space R2. Let f :[0,1) — S! be the

f(t) = (cos 2mt, sin 27t)

It is left as an exercise for the reader to show that f is a continuous bijective function. But the
function f~! is not continuous.

U= [0, i) is an open set in [0, 1) according to the subspace topology. We want to show that f(U)
is not open in S'. That would prove the discontinuity of f~.

10
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Let p be the point f(0). And p € f(U). We need to find an open set of S in subspace topology
containing p = f(0) and contained in f(U) to show that f(U) is open in S!, i.e we have to find
an open set in V of R? such that f(0) =p € VNSt C f(U). But it is impossible as is evident
from the figure above. No matter what V' we choose, some part of V NS would lie outside f(U).

“Subset of R? equipped with subspace topology.

Lemma 0.5.2 (Pasting Lemma)

Let X = AUB, where A and B are closed in X. Let f: A - Y and g : B — Y be continuous. If
f(x) = g(x) for every x € AN B, then f and g combine to give a continuous function h: X — Y

defined by
h(z) = f(z) if z€A
= g(x) if xeB

Proof. Let C be a closed subset of Y. Now,
h=H(O) = fTHC) Uy H(O)

Since f is continuous, f~1(C) is closed in A, hence closed in X. Similarly, g~*(C) is closed in X. So
h~Y(C) is the union of two closed sets in X, hence it is closed in X. Therefore, h is continuous. W

Lemma 0.5.3

Let X,Y be topological spaces and f : X — Y. Then f is continuous if and only if for every
x € X and each neighborhood V of f(z), there is a neighborhood U of x such that f(U) C V.

Proof. (=) Suppose f is continuous. Let z € X and V 3 f(z) is open in Y. We take U = f~1(V).
Since f is open and U is preimage of open set, so U is open. Also,

f@)eV = zef(V)=Uand f(U)=f (/' (V) CV

(<) Let V C Y be open. We need to show that f=! (V) is open. Take z € f~1 (V). Then f(x) € V,
so V is a neighborhood of f(z). By assumption, there exists open U > x such that

fU)CV = UCf V)

So for every = € f~1(V), there exists a neighborhood of = that is contained in f~1(V). So f=1(V) is
open, and hence f is continuous. |

§0.6 Quotient Topology

Quotient topology is defined using an equivalence relation. An equivalence relation is a binary relation
on a set that has some properties.

Definition 0.6.1 (Equivalence Relation and Equivalence Class). An equivalence relation ~ on a set
S is a binary relation which is reflexive, symmetric and transitive. That is

(i) a ~ a for every a € S
(ii) a~rb = b~a

(iii) a~b,b~ec = ar~c

The equivalence class [z], if € S, is the set of all elements in S equivalent to .

11
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An equivalence relation on S partitions S into disjoint equivalence classes. We denote the set of all
equivalence classes with S/~ and call this the quotient of S by the equivalence relation ~. There is a
natural projection map 7 : S — S/~ which projects € S to its own equivalence class [z] € S/~.

Abuse of Notation. Ideally [z] denotes a point in S/~. But we will use the same notation [z] to
identify a set in S whose elements are all equivalent to each other under the given equivalence relation.

Definition 0.6.2 (Quotient Topology). Let S be a topological space. We define a topology called
quotient topology on S/~ by declaring a set U in S/~ to be open if and only if 771 (U) is
open in S.

It’s not hard to see that quotient topology is a well defined topology. Note that 7—! (@) = @ and
71 (S/~) = S and hence @ and S/~ are both open sets in quotient topology. Now let {Uy},c 4 be
an arbitrary collection of open sets in S/~. Then {77_1 (Ua)} is an an arbitrary collection of open
sets in S. So,

a€cA

U 7 (U,) =7t <U Ua> is open in § = U U, open in S/~

acA a€A a€cA

So arbitrary union of open sets is open in S/~. Now for a finite collection of open sets {U;};_; in
S/~ ! (Ui)}?zl is a finite collection of open sets in S. So,

ﬂ o U) =7t (ﬂ Ua> is open in § = ﬂ U, open in S/~
i=1

i=1 i=1

So finite intersection of open sets is open in S/~. Therefore, we’ve verified that the open sets defined
on S/~ indeed form a topology.

Continuity on Quotient Topology

Let ~ be a equivalence relation on the topological space S and give S/ ~ the quotient topology.
Suppose that the function f : S — Y is continuous from S to another topological space Y. Further
assume that f is constant on each equivalence class. Then f induces a map

f:8/~=Y; f(lp])=flp) VpeS

Note that this latter function f wouldn’t be well-defined had we not assumed f to be constant on
each equivalence class in S/~.

S/~

Proposition 0.6.1
The induced map f : S/~— Y is continuous if and only if the map f: S — Y is continuous.

Proof. (=). Suppose f : S — Y is continuous. Let V be open in Y. Then f~1(V) = 77! (f'_l(V))
is open in S. Therefore, by the definition of quotient topology, then f~1(V) is open in S/~. Hence,
we’ve shown that for a given open set V in Y, f~1(V) is open in S/~. So, f : S§/~— Y is continuous.

(«=). That the continuity of f : S/~— Y implies the continuity of f : S — Y is easy to see using
the equality f = f o7 and the fact that 7 : § — S/~ is continuous. |

12
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Identification of a subset to a point

If A is a subspace of a topological space S, we can define a relation ~ on S by declaring
r~zr,Vxes and r~y,Vz,yeA

It is immediate that ~ is an equivalence relation. We say that the quotient space S/~ is obtained

from S by identifying A to a point.

§0.7 Compactness

Definition 0.7.1 (Open Cover). Let S be a topological space. A collection {Uy},; of open subsets
of S is said to be an open cover of S if

SgUUa

ael

Since the open sets are in the topology of S and consequently U, C S for every a € I, one has
U acr Ua € S. Therefore, the open cover condition in this case reduces to S = U act Ua-

With the subspace topology, a subset A of a topological space S is a topological space by its own
right. The subspace A can be covered by open sets in A or by open sets in S.

« An open cover of A in S is a collection {U,},, of open sets in S that covers A. In other words,
A CJ, Uy (Note that in this case A = J, U, might not hold in general).

« An open cover of A in A is a collection {U,}, of open sets in A in subsapce topology that
covers A. In other words, A C |J, Uy (Here, in fact, A =, U, as each U, C A).

Definition 0.7.2 (Compact Set). Let S be a topological space and A C S. A is compact if and
only if every open cover of A in A has finite subcover.

Proposition 0.7.1

A subspace A of a topological space S is compact if and only if every open cover of A in S
has a finite subcover.

Proof. (=) Assume A is compact and let {U,} be an open cover of A in S. This means that A C |JU,.
(0%

Hence, 4 (Laj Ua) Na-= Laj (va4)

Now, {U, N A}, is an open cover of A in A. Since A is compact, every open cover of A in A has a
finite subcover. Let the finite sub-cover be {U,, N A} ;. Thus,

=1

which means that {Uy,},, is a finite sub-cover of the open cover {U,}, of A in S.

(<) Suppose every open cover of A in S has a finite subcover, and let {V,}, be an open cover of A
in A. Then each V,, is an open set of A in subspace topology. According to the definition of subspace
topology, there is an open set Uy, in S such that V,, = U, N A. Now,

Ac|JVa={JWan4) = (UUQ> nAC|JUa

13
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Therefore, {U,},, is an open cover of A in S. By hypothesis, there are finitely many sets {Uq, };-,
n

such that A C |J U,,. Hence,
=1

1=

n

AC (OU%)HA:CJ(U%HA):UV%
=1

i=1 i=1

So {Va, }i, is a finite subcover of {V,} that covers A in A. Therefore, A is compact. [ |

Proposition 0.7.2

Every compact subset of K of a Hausdorff space S is closed.

Proof. We shall prove that S\ K is open. Let’s take x € S\ K. We claim that there is a neighborhood
U, of x that is disjoint from K.

Since S is hausdorff, for each y € K, we can choose disjoint open sets U, and V, such that U, > x
and Vj > y. The collection {V,, : y € K} is an open cover of K in S. Since K is compact, there exists
a finite subcover {V,, };* ;. That is K C i, V},. Since Uy, N'V,, for every i, we have

<ﬁUi>ﬁ<LnJV¢> =0 = UxﬁKZQWhereUx:ﬁUi
i=1 i=1

=1

U, is the finite intersection of open sets, hence open. Also, every U,, contains x, hence their intersection
U, also contains x. So U, is the desired open set that is disjoint from K, in other words z € U, C S\ K.
As a result,
S\KC |J U.cS\K = S\K= [
zeS\K zeS\K

S\ K is the union of open sets, hence open. Therefore K is closed. |

Proposition 0.7.3

The image of a compact set under a continuous map is compact.

Proof. Let f: X — Y be a continuous and K a compact subset of X. Suppose {U,} is an open cover
of f(K) by open subsets of Y. Since, f is continuous, the inverse images of f~!(U,) are all open in
X. Moreover,

K €5 (F(K)) € £ (U Ua> U W)

So {f7'(U)a} is an open cover of K in X. By Proposition 0.7.1, there is a finite sub-collection
{f' (Ua,)},_, such that

K C Lnj fFHUs) = f71 (O Uai> = f(K)Cf (fl (Lnj Uai)) c Lnj Ua,
. ; i=1 i=1

Thus f(K) is compact. [ |

Lemma 0.7.4

A closed subset F' of a compact topological space S is compact.

14
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Proof. Let {U,}, be an open cover of F' in S. The collection {U,, S\ F'} is an open cover of S itself.
By compactness of S, there is a finite sub-cover {U,,, S\ F}!" ; of S, that is,

FCSC (OU%)U(S\F) — FQLHJU%
=1

i=1

Therefore, {U,, }_; is a finite subcover of the open cover {U,} of F'in S. Hence, F is also compact. W

Proposition 0.7.5

A continuous map f : X — Y form a compact space X to a Hausdorff space Y is a closed map
(a map that takes closed sets to closed sets).

Proof. Let F C X be closed. Then F is compact by Lemma 0.7.4. Since f : X — Y is a continuous
map, by Proposition 0.7.3, f(F') is compact in Y. Since Y is Hausdorff, by Proposition 0.7.2, f(F) is
closed in Y. Hence, f is a closed map. |

Corollary 0.7.6

A continuous bijection f : X — Y from a compact space X to a Hausdorff space is a homeomor-
phism.

Proof. We want to show thaat f~!:Y — X is continuous. And in order to that it suffices to show
that for every closed set F' in X, (f_l)_l (F) = f(F) is closed in Y. In other words, it suffices to
show that f is a closed map. The corollary then follows from Proposition 0.7.5. |

Definition 0.7.3 (Bounded Set). A subset A of R”" is said to be bounded if it is contained in some
open ball B(p,r). otherwise, it is unbounded.

Theorem 0.7.7 (Heine-Borel Theorem)

A subset of R" is compact if and only if it is closed and bounded.

Definition 0.7.4 (Diameter of Set). Let A C X be a bounded subset of a metric space (X, d). The
diameter of A is defined by

diam(A) :=sup{d(ai,a2) : ai,az € A}

Lemma 0.7.8 (Lebesgue Number Lemma)

Let (X,d) be a compact metric space. Given an open cover U = {Uy},; of X, there exists a
number § > 0 — called the Lebesgue number associated with the cover — such that for a given
A C X with diam(A) < 6, one must have A C U, for some a € J.

Proof. Take x € X. As U covers X, we can find U, € U such that z € U,. Since U, is open and
x € U,, there exists r, > 0 such that
B (z,r;) C U,

We do this for every x € X. So we get an open cover of X

XUy

zeX

15
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Since X is compact, there exists a finite subcover of this open cover. So

n
T,
x=Us (i 2)
=1
We define § > 0 in the following way:

5:min{% : i:1,2,...,n}

We claim that this ¢ is our desired Lebesgue number of the open cover Y. Let A C X with diam(A4) < 4.
Fix a € A. Then there exists j € {1,2,...,n} such that

T, T,
aeB(xj,%) = d(xj,a)<%

By the construction of Tajs there exists Ug € U such that B (avj,rxj) C Ug. We claim that A C Up.
Take any b € A.

d(a,b)gdiam(A)<5§% N d(a7b)<%
Tej | Ta;
d(ﬂfj,b)Sd(ﬂ:j,a)+d(a,b)<7+7:rxj = b€ B (zj,rg,)

For every b € A, we have b € B (a:j,rzj). Therefore, A C B (a:j,mj) C Ug. |

§0.8 Quotient Topology Continued

Let I be the closed interval [0,1] in the standard topology of R™ and I/~ be the quotient space
obtained from I by identifying the 2 points {0,1} to a point. Denote by S! the unit circle in the
complex plane. Define f by f(z) = e*™®,

Now the function f : I — S' defined above assumes the same value at 0 and 1 and based on the
discussion prior to Proposition 0.6.1, f induces the map f : I/~— S'.

Proposition 0.8.1

The function f: I/~ — S! is a homeomorphism.

Proof. The function f : I — S' defined by f(z) = 2™ is continuous (check!). Therefore, by
Proposition 0.6.1, f : I — S is also continuous.

Note that I = [0, 1] in R is closed and bounded and hence by Heine-Borel Theorem, I is compact.
Since the projection 7 : I — I/~ is continuous, by Proposition 0.7.3, the image of I under =, i.e.,
I/~ is compact.

It should also be obvious that f : I/~ — S! is a bijection. Since S! is a of the Hausdorff space
R2, by Lemma 0.4.2, S' is also Hausdorff. Hence, f is a continuous bijection from the compact
space I/~ to the Hausdorff topological space S'. Therefore, by Corollary 0.7.6, f : I/~— S!is a
homeomorphism. |

Necessary Condition for a Hausdorff quotient

Even if S is a Hausdorff space, the quotient space S/~ may fail to be Hausdorff.

Proposition 0.8.2

If the quotient space S/~ is Hausdorff, then the equivalence class [p] of any point p in S is closed

in S.

16
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Proof. By Proposition 0.4.1, every singleton set is closed in a Hausdorff topological space. Now,
consider the canonical projection map 7 : S — S/~. For a point p € S, {m(p)} is a singleton set in
S/~.

Since, by hypothesis S/ ~ is Hausdorff, {m(p)} must be closed in S/~ with respect to quotient
topology. By continuity of m, #=! ({m(p)}) is closed in S. But 7= ({m(p)}) = [p]. Hence, [p] is a
closed set in S. [}

Remark. In order to prove that a quotient space S/~ is not Hausdorff it is sufficient to prove that
the equivalence class [p] of some point p € S is not closed in S. We have the following example to
elucidate this remark.

Example 0.8.1

Define an equivalence relation ~ on R by identifying the open interval (0,00) to a point. The
resulting quotient space R/~ is not Hausdorff since the equivalence class (0,00) is not a closed
subset of R.

§0.9 Open Equivalence Relations

Definition 0.9.1. An equivalence relation ~ on a topological space S is said to be open if the
underlying projection map 7 : S — S/~ is open (maps open sets to open sets).

€Co Qe
T
- -7(U)
% - ~
/d. AS
I/ 'C\I
‘\ b // f
S/~

Figure 3: Indeed 7! (7(U)) = | [7]
xzcU

In other words, the equivalence relation ~ on S is open if and only if for every open set U € S, the
set m(U) € S/~ is open. Or equivalently, by definition of quotient topology,

N r(U)) = U [x] is open in S
zelU

\J [z] denotes all points equivalent to some point of U (shaded region in Figure 3).
zeU

Example 0.9.1

The projection map onto a quotient space is, in general, not open. For example, let ~ be the
equivalence relation on the real line R that identifies the two points 1 and —1, and 7 : R — R/~
the projection map.

The map 7 is open if and only if for every open set V in R, its image 7(V') is open in R/~, or

17



0 Topology Review 18

equivalently 7! (7(V)) is open in R. Let V be the open interval (—2,0) in R. Then,
a H(x(V)) = (=2,0)U{1}, [Since n(1) € n(V)]

which is not open in R and hence 7 is not an open map. In other words, the equivalence relation
~ is not open.

Definition 0.9.2 (Graph of Equivalence Relation). Given an equivalence relation~ on S, let R be
the subset of S x S that defines the relation R = {(z,y) € S x S | x ~ y}. We call R the graph
of the equivalence relation ~.

We have a necessary and sufficient condition for a quotient space to be Hausdorff if the underlying
equivalence relation is an open equivalence relation. We state this condition by means of a theorem
(the proof is omitted).

Theorem 0.9.1

Suppose ~ is an open equivalence relation on a topological space S. Then the quotient space
S/~ is Hausdorff if and only if the graph R of ~ is closed in S x S.

If the equivalence relation ~ is equality, i.e., x ~ y iff x = y, then the quotient space S/~ is S itself
and the graph R of ~ is simply the diagonal A = {(z,z) € S x S}.

-
Corollary 0.9.2

A topological space is Hausdorff if and only if the diagonal A is closed in S x S.
.

Theorem 0.9.3

Let ~ be an open equivalence relation on a topological space S with projection 7 : S — S/~. If
B = {B,} is a basis for S, then its image {m(B,)} under 7 is a basis for S/~.

Proof. Since 7 is open, {m(By)} is a collection of open sets in S/~. Let W be an open set in S/~
and [x] € W with € S. So w(z) € W, i.e., z € 7~ 1(W). Since 7~!(W) is open in S, there is a basic
open set B € B such that, x € B C 7~ }(W). Hence

[z] = 7(z) € 7(B) C w(x 1 (W)) C W

Now, we have seen that given W open in S/~ and [z] € W, there exists an open set w(B) in the
collection {m(By)} such that [z] € 7(B) C W. This proves that {m(B,)} is a basis for S/~. [ |

Corollary 0.9.4

If ~ is an open equivalence relation on a second-countable topological space, then the quotient
space S/~ is second countable.

§0.10 An Alternate Approach to Quotient Topology
Instead of considering the projection map 7 : X — X/~ under some equivalence relation ~ defined on

the given topological space X, we shall consider a surjective map p : X — Y between two topological
spaces X and Y.

18
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Definition 0.10.1 (Quotient Map). Let X and Y be topological spaces, and p : X — Y be
surjective. Then p is said to be a quotient map provided U C Y is open if and only if p~! (U) C
X is open.

Another equivalent way to define quotient map would be using closed sets instead of open sets. In
other words, FF C Y is closed if and only if p~! (F) C X is closed. The equivalence follows directly
from the following equation:

pHY\NF) =X \p (F)

Lemma 0.10.1

If p: X — Y is a surjective continuous map, and p is either open or closed, then p is a quotient
map.

Proof. Suppose p is an open map. Continuity of p gives us p~! (U) is open in X, if U is open in Y.
Now for the other direction, suppose p~! (U) is open in X. p is an open map, so p (zf1 (U)) is open
in Y. As p is surjective, p (p_1 (U)) =U. SoU isopeninY.

Now suppose p is a closed map. Similar as before, continuity of p gives one direction. For the other
direction, suppose p~! (U) is open in X. Then X \ p~! (U) is closed in X. As p is a closed map, the
image of closed sets are closed. Therfore,

p(X\p " (U)=Y\p(p ' (U)=Y\U

is closed in Y. So U is open in Y.
Henceforth, p is a quotient map. |

However, the converse is not necessarily true. There are quotient maps that are neither open nor
closed.

Example 0.10.1
Let A be a subset of R? defined by

A:{(x,y)E]R2 : > 0ory=0 (or both)}

Let m : RZ2 — R be the projection on the first coordinate. Let ¢ : A — R be the restriction of 7y,
i.e. q= 7r1|A. Then ¢ is a quotient map. But it is neither open, nor closed.

Definition 0.10.2 (Quotient Topology). Let X be a topological space, and A beaset. If p: X — A
is a surjective map, then there exists exactly one topology 7 on A, relative to which p is a quotient
map. It is called the quotient topology induced by p.

7 consists of the subsets U of A such that p~! (U) is open in X. It’s easy to check that 7 is a topology.
7 contains @ and A, because p~! (&) = @ and p~! (A) = X. The other two conditions are also
satisfied, because

p (U Ua> = Jr " (W) and p! (ﬁ Ui) ﬁp_l (U:)

acJ acJ i=1

Definition 0.10.3 (Quotient Space). Let X be a topological space and X be a partition of X
into disjoint subsets. Let p : X — Xx be the surjective map, that carries each point of X to
the element of Xx* containing it. In the quotient topology induced by p, X is called a quotient

19
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space of X.

It is often said that there is an equivalence relation ~ defined on X, by means of which elements of
X are said to be the equivalence classes. That is the reason we denoted the quotient space by X/~
previously.

This broader definition quotient map p is a surjective map betweem topologiacal spaces. This is not
necessairly the canonical projection map 7 : X — X/~. But essentially it turns our that if p: X — Y
is a quotient map, then Y is homeomorphic to the quotient space X/~ provided that p is constant
on each equivalence classes of ~.

Lemma 0.10.2

Composition of quotient maps is also a quotient map.

Proof. Let p: X - Y and q: Y — Z be quotient maps. We need to show that gop: X — Z is also
a quotient map.
Let U C Z. As ¢ is a quotient map, U is open if and only if ¢! (U) is open in Y. Since p is a
quotient map, ¢~ ' (U) is open in Y if and only if p~! (¢~! (U)) is open in X. Therefore, U is open in
-1

Z if and only if p (q_1 (U)) =(q op)*1 (U) is open in X. Hence g o p is a quotient map. |

Theorem 0.10.3

Let p: X — Y be a quotient map. Let Z be a topological space, and g : X — Z be a map that
is constant on each set p~! ({y}) for every y € Y. Then g induces a map f : Y — Z such that
fop=g. The induced map f is continuous if and only if g is continuous; f is a quotient map if
and only if g is a quotient map.

Proof. For each y € Y, the set g (p‘1 ({y})) is a singleton. If we let f(y) denote this point, then we
have defined a map f:Y — Z; and for every z € X, f(p(z)) = g(x), so fop=g.

N

Y T Z

If f is continuous, then g is a composition of continuous map, hence continuous. Now suppose g is
continuous. So for V open in Z, g7! (V) is open in X. As fop=g, g (V) =p~! (f_l (V)) is open
in X. Since p is a quotient map, p~! (U) open in X implies U is open in Y. Therefore, f~! (V) is
open in Y. Hence f is continuous.

If f is a quotient map, then g is a composition of quotient map. So g is also a quotient map by
Lemma 0.10.2.

Now suppose g is a quotient map. Then g is surjective. g = f op gives us f is also surjective. Since
g is continuous (because it’s a quotient map), f is also continuous. So V is open in Z gives us f~* (V)
is open in Y. For the other direction, assume f~! (V) is open in Y. As p is a quotient map, f~* (V)
is open in Y implies p~! (f_l (V)) is open in X. This is the same as g~ (V). g is a quotient map, so
g 1 (V) is open in X gives us V is open in Z.

Assuming f~! (V) is open in Y we proved that V is open in Z. So we’ve proven that V is open in
Z if and only if f~1 (V) is open in Y. Henceforth, f is a quotient map. |

Proposition 0.10.4

Let p : X — Y be a continuous map. If p has a continuous right inverse, i.e. there exists a
continuous map f : Y — X such that po f = idy, then p is a quotient map.

20
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Proof. p(f (y)) =y for every y € Y. So p is a surjective map from X to Y. By the continuity of p,
p~ 1 (U) is open in X if U is open in Y.
For the converse, suppose p~! (U) is open in X. By the continuity of f, f~* (p_1 (U)) is open in Y.
Aspof=idy, flopt=(pof) = id{,1 =idy. So f~' (p™' (U)) =idy (U) = U is open in Y.
So we've proven that U is open in Y if and only if p~! (U) is open in X. Henceforth, p is a quotient
map. |

Lemma 0.10.5
The map g : A — R in Example 0.10.1 is a quotient map, which is neither open nor closed.

Proof. Consider the map f : R — R? defined by f(z) = (x,0). We claim that this is continuous.
Consider a basis element U x V of R?, where both U and V are open in R. Any open set in R? is
composed of such bases. So it’s enough for us to prove that f~! (U x V) is open in R for such U and
V.

If0 ¢V, then ff'(UxV)=CisopeninR. If 0 € V, f71 (U x V) = U is open in R. So f is
continuous.

The range of f is a subset of A, so we can think of f as a map from R to A. The topology on A is
the subspace topology inherited from R?, so f : R — A is continuous.

m1 is continuous. Because for open W C R, 7 L (W) = W xR, which is open in R2. As a restriction
of a continuous map, ¢ is also continuous.

Now, f is the right inverse of ¢q. Because, for z € R, ¢(f (z)) = ¢ ((z,0)) = = = idr (z). We've
shown that both ¢ and f are continuous, so by Proposition 0.10.4, ¢ is a quotient map. Now we need
to show that it’s neither open nor closed.

U = (~1,1) x (0,1) is open in R% Therefore, V = ANU = [0,1) x (0,1) is open in A. But
g (V) =10,1) is not open in R. Because, no matter how small a neighborhood of 0 we choose, it will
always contain some negative part. So the neighborhood will not be contained in [0,1). Hence, ¢ is
not an open map.

To show that ¢ is not a closed map, take the set X = {(%,n) neE N}. X is closed in R?, so
XNA=Xisclosed in A. Then q(X) ={% : n €N} =Y is not closed. Because R\ Y contains 0,
but no neighborhood of 0 is contained in R\ Y. No matter how small a neighborhood we choose, it
will always contain some % Therefore, R\ Y is not open, consequently Y is not closed, and thus g is
not a closed map. |

Proposition 0.10.6

Let f : X — Y be continuous surjective, where X is compact and Y is hausdorff. Then f is a
quotient map.

Proof. f is a continuous map from a compact space to a Hausdorff space. Therefore, by Proposi-
tion 0.7.5, f is a closed map. f is a continuous surjective closed map. By Lemma 0.10.1, f is a
quotient map. |
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]. Lecture 1

§1.1 Homotopy

Definition 1.1.1 (Homotopy). If f and f’ are continuous maps of the space X into the space Y,
we say that f is homotopic to f’ if there is a continuous map F : X x I — Y such that

F(z,0)= f(z) and F(s,1) = f'(2)
for each z € X. (Here I = [0,1]) The map F is called a homotopy between f and f’. If

f is homotopic to f’, we write f ~ f’. If f ~ f’ and f’ is a constant map, we say that f is
nulhomotopic.

We considered a continuous function f: X — Y. Now we consider a special case where f : [0,1] - X
is a continuous map such that f(0) = xg € X and f(1) = ;1 € X. We say that f is a path from xg
(the initial point) to =1 (the final point) in X.

If f and f’ are 2 paths in X, there is a stronger relation between them than hometopy It is defined as
follows:

Definition 1.1.2 (Path Homotopy). Two paths f, f' : I — X, are said to be path homotopic if
they have the same initial and final points, dented by xg and x; respectively, and if there is a
continuous map F': I x I — X such that

F(5,0)= f(s) and F(s,1) = f'(s),
F(0,t) = xg and F(1,t) = zq,

for each s € I and each t € I. We call F a path homotopy between f and f’. If f is path
homotopic to f’, we write f ~, f'.

The first condition simply says that F' is a homotopy between f and f’, and the second says that for
each t, the path f; defined by the equation f;(s) = F(s,t) is a path from xg to x1, such that fy = f
and f; = f'.

Lemma 1.1.1

The relations ~ and ~, are equivalence relations.
P

22



1 Lecture 1 23

Proof. We need to verify the three properties of an equivalence relation. Firstly, we need to check
that f ~ f for every f. That is, we need to find a homotopy F': X x I — Y such that

F(z,0) = f(z) = F(z,1) Vzxe X

We choose F(x,t) = f(z) for every t € I. Continuity of F' follows directly from continuity of f.
For the symmetry part, let f ~ f’. We need to show that f' ~ f. Let F : X x I — Y be a homotopy
between f and f’. That is,

F(z,0)= f(z) and F(z,1)=f'(z) VzeX

We need to find a homotopy G between f’ and f. We choose G : X x I — Y such that G(z,t) =
F(xz,1 —t). Then it’s immediate that

G(z,0) = F(x,1) = f'(x) and G(z,1) = F(z,0) = f(z) Vre X

Continuity of G follows directly from continuity of F'. Therefore, G is a homotopy between f’ and f.
In other words, f' ~ f. The same construction of G works for path homotopy too.

Now for the transitivity part, let f ~ f’ and f’ ~ f”. We need to show that f ~ f”. Let F be a
homotopy between f and f’; and F’ be a homotopy between f’ and f”. That is,

F(z,0)= f(z) and F(z,1)=f'(z) VeeX
F'(2,0) = f'(z) and F'(z,1)=f"(x) VreX

Now we define G : X x I — Y as follows:

Cla.t) = F(z,2t) for t € [0, 3]
O Fl@,2t—1) fort e [L1]

Claim — @ is a homotopy between f and f”.

Proof. Let A = X x [O 1] and B = X x [%,1]. So AUB = X x I. X is both open and closed

)2
in X. The closed intervals [O, %] and [%, 1] are also closed. Therefore, A and B are both closed

in X x I. Here the underlying topology is product topology. AN B = X X {%} The functions
indeed agree on A N B, because

1 1
F <:U,2- 2) = F(z,1) = f'(z) = F'(z,0) = F’ (ac,Q- i 1>
Therefore, by Pasting Lemma, G is continuous on X x I. Now,
G(x,0) = F(x,0) = f(z) and G(z,1) = F'(z,1) = f"(z) Vze X

Therefore, G is a homotopy between f and f”. O

Therefore, ~ is an equivalence relation. For path homotopy ~,, transitivity can be checked in a similar
way.

Let f ~, f’ and F be a path homotopy between ‘ Let f’ ~, f” and F’ be a path homotopy between

f and f’. That is, f/and f”. That is,
F(s,0) = f(s) and F(s,1) = f'(s) , F'(s,0) = f'(s) and F'(s,1) = f"(s) ,
F(0,t) =xp and F(1,t) =z, V s,t €1 F'(0,t) =20 and F'(1,t) =21 Vs,t €1

We construct G : I x I — X similar as before.

G(s.t) = F(s,2t) for ¢t € [0, 3]
O Fls,2t—1) forte [4,1]
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Now we want to show that G preserves the endpoints ¢ and x;.

F(0,2 f 1

G(0,t) = (0,2¢) orte [?’ 3] =z [F(0,t) = F'(0,t) = z¢ for all ]
F'(0,2t—1) forte [§,1]
F(1,2 f 1

G = 2 orte [?’ 3] _ 21 [F(1,t) = F'(1,t) =  for all ¢]
F'(1,2t—1) forte [§,1]

Therefore, ~, is also an equivalence relation. |

Example 1.1.1

Let f and ¢ be any two continuous maps from a space X to R2. It’s easy to see that f ~ g. The
map

F(z,t) = (1 —t)f(x) + tg(x)

is a homotopy between them. It is called a straight-line homotopy because it moves the point
f(x) to the point g(z) along the straight-line segment joining them.

If f is a path, we shall denote its path-homotopy equivalence class by [f].

Abuse of Notation. When we say f is a path in X from x¢ to x1, we generally mean that f: I — X
is the path and f(0) = xo , f(1) = 2.

Definition 1.1.3 (Product of Path). If f is a path in X from z( to x1, and if g is a path in X from
1 to xo, we define the product f *x g of f and g to be the path h given by the equations

) f(2s) for s € [0, 5]
hls) = {9(25 -1) for s € | j]

N[ =

The function A is well-defined and continuous, by Pasting Lemma. It is a path in X from x( to z9,
since h(0) = f(0) = zp and h(1) = g(1) = x2. We think of h as the path whose first half is the path f
and whose second half is the path g. The product operation on paths induces a well-defined operation
on path-homotopy classes, defined by the equation [f] * [g] = [f * g].

Definition 1.1.4. Let [f] and [g] be path classes such that f(1) = g(0). Then we define the
operation * between path classes as follows:

[f] % [g] = [f * g]

Proposition 1.1.2
The operation [f] * [g] = [f * g] is well defined.

Proof. For the operation to make sense, let f and f’ be homotopic paths in X from zg to x1; g and
¢’ be homotopic paths in X from z1 to z5. Let F be a path homotopy between f and f’ and let G be
a path homotopy between g and ¢’. We need to prove that f* g ~, f’' x ¢'. Define H : I x I — X by

His.t) = F(2s,t) for s € [0, 3]
T G(2s — 1,t) for s € [%, 1]
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Claim — H is a path homotopy between f * g and f’ x ¢'.

Proof. F and G are path homotopies.
~, f" and F is a path homotopy between f ‘ g =~ ¢ and G be a path homotopy between g

and f’. That is, and ¢’. That is,
F(s,0) = f(s) and F(s,1) = f'(s) , G(s,0) = g(s) and G(s,1) = ¢'(s) ,
F(0,t) =xp and F(1,t) = a1 Vs, t €1 G(0,t) =x1 and G(1,t) = a9 V s,t € I

Now, from the definition of product,

i} (2s) for s € [0, 3]
(fx9)(s) = {9(25—1) for s € [%j]
F(2s,0) for s € [0, l]
{G 25 —1,0) for s € | i] H(s,0)

(

( 3

(2s) for s € [0, 3]
g (2s—1) for s € [3,1]

(

G(

2s,1) for s €
2s —1,1) for s €

So the first condition of path homotopy is satisfied. The second condition is also satisfied, since
H(0,t) = F(0,t) =x¢9 and H(1,t) = G(1,t) =

Hence H is a path homotopy between f * g and f’ * ¢'. O

Therefore, f * g ~, ' * ¢’ and the product operation is well defined. ]

Theorem 1.1.3

The operation * has the following properties:
(i) (Associativity) If [f] * ([g] * [h]) is defined, so is ([f] * [g]) * [h], and they are equal.

(ii) (Right and left identities) Given z € X, let e, denote the constant path e, : I — X carrying
all of I to the point z. If f is a path in X from x( to z1, then

[f1[ex] = [f] and  [eg] % [f] = [f]

(iii) (Inverse) Given the path f in X from zq to x1, let f be the path defined by f(s) = f(1—s).
It is called the reverse of f. Then

Proof. The proof is based on two key facts.

1. If £ : X — Y is a continuous map, and if F' is a path homotopy in X between the paths
f.f': I — X, then ko F is a path homotopy in Y between the paths ko f,ko f': I — Y. See
the figure below:
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Ix1 X Y

Given F'is a path homotopy between f and f’, we have

F(s,0) = f(s) and  F(s,1) = f'(s),
F(0,t) = xo and F(1,t) = xq,

Indeed we have

(ko F)(s,0)=

(kof)(s) and (koF)(s,1)=
(ko F)(0,t) =k(

(
zo) and (ko F)(1,t)=k

Bothk: X —-Y and F : I x I — X are continuous, sois ko F': I x I — Y. Therefore, k o F' is
a path homotopy between ko f and ko f’.

2. The second is the fact that if £k : X — Y is a continuous map, and if f and g are paths in X
with f(1) = ¢(0), then
ko(fxg)=(kof)x(kog)
Proving this fact is not hard. Indeed for continuous f,g : I — X and zg,z1,22 € X with
f(0) = zo, f(1) = 21 = ¢g(0), g(1) = z9 one finds f * g making sense as a path in X with
(f*9)(0) = x0 and (f * g)(1) = x2 defined by

f(2s) for s € [0, %]
g(2s — 1) for s € [1,1]

(f *g)(s) = {

Hence, ko (fxg): I — Y is a path with (ko (f*g))(0) =xz¢ and (ko (f*g)) (1) = x5 is given
by
(ko f)(2s) for s € [0, 1]

(ko(f*g))(s):{(kog)(Qs—l) for s € [%,1]

Since k is continuous, we have ko f,kog : I — Y continuous. Also (ko f)(1) = k(z1) = (kog)(0).
So it makes sense to talk about the product of ko f and ko g.

(ko [)(2s) for s € [0, 3]
1

(e f)x thog))(s) = {<kog><2s— D frse[3l]

So indeed we have ko (f *g) = (ko f) * (ko g).

Now we proceed to prove the theorem. We shall prove the existence of identities and inverses first,
then we will go on to prove associativity.
Let eg : I — I be the constant path in I that maps all of I to 0; in other words, e(t) = 0 for every
t € I. Also we denote by i : I — I, the identity map on I; in other words, i(s) = s for every s € I.
Note that, ¢ is also a path on I from 0 to 1. Now, using the definition of product of paths,

( ) (s) eo(2s) for s € [0, %} 0 for s € [O, %]

60 * 17 S) = i et

i(2s — 1) for s € [3,1] 2s—1 for s € [,1]

We draw the graphs of the maps ¢ and ey * ¢ below:
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v

Claim — i~ e *1

Proof. We construct a path homotopy G : I x I — I between them as follows:
G(s,t) = (1 —t)i(s) +t(ep*1)(s)

Indeed G(s,0) = i(s) and G(s,1) = (eg * 1) (s). Also,

G(0,t) = (1 —1)i(0) + t(eg x4) (0) =0 =14(0) = (eg x i) (0) and
G(1,t) = (1 —t)i(1) +t(eog#i) (1) =1 —t+t=1=1(1) = (eo *1) (1)

Both ¢ and eg % ¢ are continuous, therefore G is also continuous. Hence G is a path homotopy
between ¢ and e * 7. O

Now, let f be a path in X from xg to z7. That is, f : I — X is a continuous map with f(0) = zo
and f(1) = x;. Since ¢ =~ eg * ¢ with G being a path homotopy between them, by the key facts
stated above, f o G is a path homotopy between f oi and f o (egxi) = (foeg) * (foi). Now,

(foi)(s)=f(i(s)) = f(s),s0 foi=f. Also,
(foeo)(s)=f(eo(s)) =f(0)=mz0Vs€I = foey= ey

Therefore, f ~, e;, * f. It makes sense to talk about ey, * f because e, (1) = 29 = f(0). So, by the
well definedness of ,

[ezo]*[f]:[exo*f]:[f]

In a similar way, one can prove that [f] * [e;,] = [f]. For that we need i ~), i * e;, where e; is the
constant path that sends all of I to 1.
Now we shall prove the existence of inverses. Firstly, we define the reverse path of i, i : I — I by
i(s) = 1—s for every t € I. Since i is a path in I from 0 to 1, 7 is a path in I from 1 to 0. So it makes
sense to talk about 7 x i. Using the definition of product of paths,

(i +7) (5) = {z’(2s) for s € [0, %} B {25 for s € [0, %]

i(2s — 1) for s € [4,1] ~l2—2s for s € [3,1]

Y

D=

We draw the graphs of the maps ey and i * i below:
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A
Y
v

Claim — i%i~, e
Proof. We construct a path homotopy H : I x I — I between them as follows:
H(s,t)=(1—=1t)(i*1)(s)+teo(s)

Indeed H(s,0) = (i*1)(s) and H(s,1) = eg(s). Also,

Both i * 7 and eq are continuous, therefore H is also continuous. Hence H is a path homotopy
between i * ¢ and eg. O

H(0,t) = (1 —1t)(i*1)(0) +t eg(0)
H(1,t) =1 —1t)(i*1) (1) +t eo(1)

eo(0) and

=0=
=0= 60(1)

Now, let f be a path in X from xg to z1. That is, f : I — X is a continuous map with f(0) = zg
and f(1) = x1. Since i * i ~, ey with H being a path homotopy between them, by the key facts
stated above, f o H is a path homotopy between f oey = ez, and fo (i*i) = (foi)* (foi). Now,
(foi)(s)=[(i(s)) = f(s),s0 foi=f. Also,

(foi)(s)=f(i(s)) =f(1—s)=f(s) = foi=Ff

Therefore, ez, ~, f * f. It makes sense to talk about f * f because f(1) = f(0). So, by the well
definedness of *,

1 [f] = [f # f] = lew]

In a similar way, one can prove that [f] * [f] = [es,]. For that we need i i ~, e1, where e; is the
constant path that sends all of I to 1.

Now we shall move on to proving associativity. Let f, g, h be three paths in X such that f(1) = ¢(0)
and g(1) = h(0), so that the products (f * g) * h and f % (g * h) are defined.

Now we define the positive linear mapping pm n : [m,n] — [0, 1] such that py, ,(m) = 0 and py, () =1
and the map is linear, where 0 < m < n < 1. Using this map, we will define the “triple product” of
three paths f, g and h.
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_ s _ _a
b—a b—a

We choose a and b such that 0 < a < b < 1. Then we define a path K, : I — X (depending on the
choice of a and b) in the following way:

(fopoa)(s) if s € [0,q]
Kap(5) = (90 Pap) () if s € [a, b
(hoppi)(s) if s € [b,1]

We wish to prove that, no matter what a, b we choose, the paths will belong to the same path homotopy
class. That is K,p ~) K. g4 for all 0 <a <b<1and 0 <c <d < 1. For this, we need to define a new
map P : I — I in the following way:

P0.a($) if s €10, 4]
P(s) = { pap(s) if s € [a,b]
Pb,1(8) if s € [b,1]
where pg g : [0,a] = [0,¢] is a positive linear map with pg ,(0) = 0 and pg 4(a) = ¢; payp : [a,b] — [, d]

is a positive linear map with p,(a) = ¢ and pgp(b) = d; pp1 : [b,1] — [d,1] is a positive linear map
with pp1(b) = d and py1(1) = 1.

Claim — po.c ©Po,a = D0,a; Pe,d © Pab = Da,b; Pd,1 © Pb,1 = Db1-
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Proof. The proofs follow immediately from the equations shown in the figures.
~ ~ 1 1c
(Po,c © Po,a) (8) = Po.c (Po,a(8)) = p Po.a(s) = .
1 -
= ES = pO,a(S)
- _ c
(pc,d opa,b) (S) = Pc,d (pa,b( )) — d pa,b( ) - =
- d_c(s—a)—l—c N
d—c\b—-a d—c
s—a
= b _pa,b( )
(Pa,1 ©pv,1) (s) = Pa, (pb,i(s)) 1—d po,1(s) — 1—d
1 1—-d d
T1-4d <1—b(s_b)+d> 1.4
s—b _
=13 = Poa(s)
So the claim is proved. O
Claim — P ~, 4, where i : [ — I is the identity map.
Proof. We construct a path homotopy F': I x I — I between them as follows:
F(s,t) = (1 —t)P(s) +t i(s)
Indeed F(s,0) = P(s) and F(s,1) = i(s). Also,
F(0,t) = (1 —=¢)P(0)+ti(0) =0= P(0) =4(0) and
F(l,t)=1-t)P(1)+ti(l)=1=P(1) =i(1)
Both P and i are continuous, therefore F' is also continuous. Hence F' is a path homotopy between
P and +. O

Now we wanna show that K, = K. 40 P. For this, let’s recall the definition of K, 4 once again.

(fopoe) () if s €10,
Kca(s) =4 (90Dca) (s) if s € [c,d]
(hopaa)(s) if s € [d, 1]

Now we shall compose it with P. If s € [0,a], P(s) = po,a(s) € [0,¢]. That’s why P~*([0,c]) = [a, ).
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31

Similarly, P~*([c,d]) = [a,b] and P~!([d, 1]) = [b, 1]. Now,

(KeqoP)(s)=

~—

f o fﬁO,c © Po,a 5)
go 50,6! O Pab

hopgiopp1

)
)
if s
if s
if s

if s € P~1([0,c])
if s € P~Y([c,d])
if s € P~1([d, 1])
if s € [0, 4]
if s € [a,b]
if s € [b,1]

if s € [0, a]

if s € [a,b]

if s € [b,1]
€ [0,a
€ [a,b]
€ [b,1]

We have shown that F' is a path homotopy between P and i. So, by the first key fact stated at the

beginning of the proof, K. 4o F'is a path homotopy between

K.qo P and K.q401. As a result,

Kc,d oP =p Kc,d 0l = Ka,b =p Kc,d

Now we can go back to our original problem. The main idea is to write f % (g x h) and (f * g) * h as

K,pand K. 4 for some 0 <a<b<land0<c<d<l1.

f(2s)

(£ (g h) (s) = {<g*h><2s_1>

f(2s)
=149(202s—-1))
h(2(2s—1)—1)
f(2s) for s
=<g(4s—2) for s
h(4s —3) for s
From the equations of p,j maps,
~ 1
Fos(s) = 1(s) = 2s
2
1
_ s 5 s
p%&(s): T T oT= T
12 42 4
S
p%vl(s)_1,% 17%_2

31

for s € [O
for s € [%, 1]

1
32

]

for s € [0, %]

for 2s —1 € [0, 5]
for2s—1¢€¢ [%,l]
€ [0,3]

€ [3:1]

€ [31]

1

%:43—2

1

3

%:43—3

1
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As a result,

f (ﬁo,%(s)) for s € [0, %]
(Fgxh)(s) =39 (Prs(s))  forseldd]
h <ﬁ%’1(s)> for s € [%, 1]
foﬁ&%) (s) for s € [0, %]
= go’ﬁ%’%) (s) for s € [%,%}
h oﬁ%l) (s) for s € [2,1]
= K130

So fx(g*xh)= K%% In a similar manner, one can show that (f * g) x h = Ki% Since Ko p ~p K4,
we get
Kisop Kin = fx(gxh) =, (fxg)*h
= [fl*lgxh]=[fxg]*[n]
= [f] = ([g] = [n]) = ([f] = [g]) = [R]
Therefore, the operation * on path homotopy classes is associative. |
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§2.1 The Fundamental Group

The set of path-homotopy classes of paths in a space X does not form a group under the operation
x because the product of two path-homotopy classes is not always defined. But suppose we pick out
a point (to be called “base point”) xg € X and restrict ourselves to all the paths that begin and
end at xg. The set of these path-homotopy classes does form a group under *. It will be called the
fundamental group of X relative to the base point xg.

Definition 2.1.1 (Loop). Let X be a space and zp € X. A path in X that begins and ends at zg
is called a loop based at xg.

A path f begins and ends at x¢p means f : I — X is a continuous map with f(0) = f(1) = zo.

Definition 2.1.2 (The Fundamental Group). The set of path homotopy classes of loops based at x,
equipped with the operation * between any two path homotopy classes, is called the fundamental
group of X relative to the base point x. It is denoted by m; (X, z¢).

Exercise 2.1. Convince yourself that 71 (X, o) is indeed a group by using Theorem 1.1.3 from lecture
1.

Example 2.1.1

For the Euclidean space R™, the fundamental group m; (R™, z¢) is the trivial group (the group
consisting of the identity alone). Recall that the identity element of 7} (X, z¢) is [eg,], the constant
path in X beginning and ending at z¢. So in this example, m1 (R, o) = {[ex,]}-

In fact, one can prove that if X is a convex subset of R”, then m (X, z0) = {[ex]}-

Lemma 2.1.1
If X is a convex subset of R™, then m (X, zo) = {[ex,]}

Proof. Let f be a loop in X based at xp. That is, f(0) = f(1) = x9. We need to show that f ~, e,,.
We define the continuous map H : I x I — X as

H(s,t) = (L=1)f(s) + 1 exo(s) = (1 =) f(£) + txo

It can be done because X C R"” is convex. That’s why the straight line, given by the above equation,
connecting f(s) € X and z¢ € X will lie in X. Here we have,

H(s,0) = f(s) and H(s,1) = ez,(s)
H(0,t) = x0 = f(0) = ez,(0) and H(1,t) =z = f(1) = e, (1)

Also, H is a conntinuous map because both f and e, are continuous. Hence H is a path homotopy
between f and eg,. Therefore, for any loop f based at g, we have f € [eg,]. So m (X, z0) =

{[ex0]}- m

Question. To what extent the fundamental group depends on the base point?

§2.2 Path Connectedness and Simply Connectedness
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Definition 2.2.1 (Path Connected Space). A topological space X is path connected if for any
xg,r1 € X, there is a path from zg to x;.

If X is a path connected space, then X is connected. But the converse is not true, a connected space
may fail to be path connected.

Example 2.2.1

Consider “Topologist’s sine curve”

A:{(az,y)GR2 : x>0andy:sin<1)}

xT

and it’s closure A = AU({0} x[—1,1] ). Both A and A are connected, but A is not path connected.

Consider the relation ~ on X by x ~ y if there exists a path between x and y. Then ~ is an equivalence
relation and the equivalence classes are called the path components of X. If X is path connected,
then there is only one equivalence class.

Definition 2.2.2. Let « be a path in X from z( to x1. We define a map & : 71 (X, zg) — 71 (X, x1)
by the equation

a([f]) = [a] * [f] * [«

Here @ is the reverse of a.

Exercise 2.2. If f is a loop based at xg, then check that & * f * « is a loop based at .

Figure 2.1: & * f * « is a loop based at x;

The map & is well-defined because the operation * is a well defined product between path homotopy
classes.

Theorem 2.2.1

The map & is a group isomorphism.

Proof. Let us first show that & is a group homomorphism.

a([f) = a(lgl) = ([a]  [f] * [a]) *
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Now we shall prove that & is invertible. It would prove that & is bijective. Let 8 = & be the reverse
of a. Consequently 5 = . We claim that g is the inverse of &.
Let [h] € m1 (X, z1). Then we have

As a result,

= [1]
Now let [f] € m1 (X, zp). Then,
B (D) =l * (@ (D) * [a]
= [o] x[a] % [f] x [o] * [a]
= [eﬂco * [f] [exo]
= /]

So f = &~ !. Therefore & is invertible, and so & is a bijective homomorphism. Hence & is a group
isomorphism. [ ]

Corollary 2.2.2

If X is path connected and zy and x; are two points of X then 7 (X, zg) is isomorphic to
1 (X, 1’1).

Let X be a topological space that is not path connected and zg € X. Also let C' be the path component
of X that contains the point xg. All the path homotopy classes of loops based at xg belong in the
same equivalence class or path component of X containing xg. So we have

T (Xv .CC()) =m (Ca xO)

Remark. If X is path connected, then all the groups 71 (X, ) are isomorphic. In particular, m (X, z¢) =
m (X, z1) for zg,x1 € X. But the isomorphism between m; (X, z¢) and 7 (X, 1) depends on the
choice of path from zg to x1. However, the isomorphism will be independent of the chosen path
between xo and z; if and only if the fundamental group is abelian (problem ?7).

Definition 2.2.3 (Simply Connected Space). A space X is said to be simply connected if it is
a path-connected space and if 71 (X, xg) is the trivial (one-element) group for some xg € X, and
hence for every xg € X. In other words,

T (X,(L'o):{[emo]} V:C()EX

Abuse of Notation. We often express the fact that m (X, x0) is the trivial group by writing
m (X, z9) = 0.
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Lemma 2.2.3

In a simply connected space X, any two paths having the same initial and final points are path
homotopic.

Proof. Let a and (3 be two paths in X, both from zg to z1. Then a * 3 is a loop in X based at xo.
Since X is a simply connected space, we have [a x 3] = [eq,].

[ax B] + [B] = [ea] * [B]
= o]« [B] x [8] = [8]
= [a] * [ex,] = [6]
— [a] = [f]
Therefore, o ~, 3. [ |

§2.3 Induced Homomorphism and Its Properties

Let X be a topological space with a distinguished base point xy € X. Such a topological space is
called a pointed topological space and is denoted by (X, ).

Suppose hg, : X — Y is a continuous map that carries the point zyp € X to the point yp € Y; in
other words, hg, (x9) = yo. We often write the map as a map between two pointed topological spaces
(X, 20) and (Y.y0).

By (X, z0) = (Y, 90)

Now, if f is a loop in X based at zq, then hy, o f : I =Y with
(hay © f) (0) = hay (£(0)) = hay (z0) = yo
and  (ha, © f) (1) = hay (f(1)) = hao (20) = Yo
In other words, hy, o f is a loop in Y based at yg. The correspondence f — hy, o f gives rise to a map

from 71 (X, zo) to m1 (Y, yo). We define it formally as follows:

Definition 2.3.1. Let hy, : (X, z0) — (Y, y0) be a continuous map. We define (hy,), : m1 (X, z¢) —
71 (Y, yo) by the following equation:

(hao) s ([f]) = [hao © f]

The map (hg,), is called the homomorphism induced by h,,, relative to the base point z in X.

The map (hg,), is well-defined. To check the well-definedness, let f ~, f’ and F' is a path homotopy
between them. Then by the key facts used in proving Theorem 1.1.3 in last lecture, h,, o F' is a path
homotopy between hy, o f and hy, o f’. So, for [f] = [f’], we have [hy, o f] = [hz, © f']. As a result,
(hgy), is a well-defined map.

Proposition 2.3.1

(hgy), is a gruop homomorphism.

Proof. Let [f],[g] € m1 (X, x0).
(hay ), (Lf]*[g])

(hao). (1f % 9])
[ha o (f * 9)]
[(hao © ) * (hay © 9)]
= [hag © f1% [hay 0 9]
= (hao), (1f]) * (hao), (l9])

So (haz,), is indeed a group homomorphism. |
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As the notation suggests, the induced homomorphism depends not only on the continuous map hy,,
but also on the choice of the base point zg.

Theorem 2.3.2

If hyy + (X,20) = (Y,y0) and ky, : (Y,y0) — (Z,20) are continuous maps between pointed
topological spaces, then

(kyo © hxo)* = (kyo)* 0 (ha )

Furthermore, if iz, : (X, z0) — (X, x0) is the identity map, then (iy,), : m1 (X, z0) — m1 (X, x0)
is the identity homomorphism (i, ), ([f]) = [f]-

Proof. Note that, the composition map k&, oh,, is continuous from (X, o) to (Z, zp). Indeed ky, o hy, :
(X,z0) = (Z,20) as a map between pointed topological spaces, as zo = ky, (Y0) = ky, (hao (20)) =
(kyo © hay) (z0). Therefore,

(kyo o hmo)* C T (Xv l‘o) — T (Z7 ZO) with (kyo © hxo)* ([f]) = [(kyo © hxo) © f]

for a given [f] € m1 (X, z¢).
On the other hand, since (hs,), : 71 (X, 20) = 71 (Y, 50) and (ky,), : 71 (Y, y0) — 71 (Z, 20), one has
(kyo), © (hay), : ™1 (X, 20) = 71 (Z, 20) with

((kyo), © (hao).) ([f1) = (kyo).. ((hao)s ([f1))
= (kyo)* ( [h:vo © f] )
= [kyo o (hro o f)]

We know that composition of maps is associative. Therefore,

(kyo © hwo)* = (kyo)* 0 (hay )

Again for the identity map iz, : (X, z9) — (X, zo) we have i, (x) = x for every z € X. So the induced
homomorphism (i), : 71 (X, z0) — m1 (X, z0) gives us

(izo ), ([f]) = lizg 0 f1 =[]V [f] € m1 (X, 0)

So (ig,), is indeed the identity group homomorphism. |

Theorem 2.3.2 is often known as functorial properties' of induced homomorphism.

Corollary 2.3.3

If hey (X, 20) = (Y, y0) is @ homeomorphism from X to Y, then (hy,), : m1 (X, z0) = m1 (Y, y0)
is a group isomorphism.

Proof. By Proposition 2.3.1, (hg,), is a group homomorphism. So we only need to prove that the
inverse of (hy,), exists.

hay  (X,20) = (Y, yo) is continuous with continuous inverse. Let ky, : (Y,y0) — (X, x0) be the
inverse of hy,. Hence ky, o hy, @ (X,209) = (X,20) is the identity map iy, on (X,zg). Similarly,
hao © kzy (Y, 90) = (Y, y0) is the identity map jy, on (Y,yo). That is

| Ky © hag = iy | and | By © kg = jyo |

Applying Theorem 2.3.2,
(kyo ° hxo)* = (kyo)* o (hﬁo)* and (hxo © kyo)* = (hxo)* © (kyo)*
= (kyo), © (o), = (iay)., = (hao) © (kyo ). = (o).

"However, this naming is not random. See Appendix A for more details.
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(tzg), and (jy, ), are identity group homomorphism on 7 (X, z¢) and 71 (Y, yo) respectively. Therefore,

(hao), and (ky,), are inverses of one another. It means the inverse of (hg,), exists, hence it’s a group

isomorphism. |
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Any convex subspace of the Euclidean space R™ has trivial fundamental group. We now need to
compute fundamental groups of topological spaces that are not necessarily trivial. One useful technique
to achieve this is to use the tool of covering spaces.

§3.1 Covering Space

Definition 3.1.1. Let p : E — B be a continuous surjective map. The open set U of B is said to
be evenly covered by p if the inverse image p~!(U) can be written as the union of disjoint open
sets V,, in E such that for each «, the restriction of p to V, is a homeomorphism of V, onto U.
The collection {V,} will be called a partition of p~1(U) into slices.

We often picture p~! (U) as a some copies of U; the map p maps them all down onto U (Firgure 3.1).

Figure 3.1: Even covering of U C B by p: F — B.

Definition 3.1.2. Let p : £ — B be continuous and surjective. If every point b € B has a
neighborhood U that is evenly covered by p, then p is called a covering map; and F is called a
covering space of B.

There are a few properties of p : E — B that ensue from its definition.

Lemma 3.1.1

If p: E — B is a covering map, then for every b € B the subspace p~!(b), equipped with the
subspace topology inherited from F, has the discrete topology.

Proof. We claim that p~1(b)NV,, is a singleton set for each o € J. Assume for the sake of contradiction
that, ¢, d € (pfl(b) N Va) with ¢ # d for a given . Then we would have that, for ¢,d € V,, p(c) =
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p(d) = b. As a result, p’v : Vo — U is no longer injective, and hence not a homeomorphism.
Contradiction! Also,

pl@QPVW—LﬂE:>p%%m1@ﬂ<u%>—u@l@ﬂ%)

«

Therefore, each element of p~!(b) is an element belonging to a singleton set of the mutually disjoint
family {pil(b) N Va}a. Each V, is open in E. According to the definition of Subspace topology,
p~t(b) NV, is open in p~1(b). As a result, every singleton set is open in p~!(b). So p~'(b) has the
discrete topology. [ ]

Lemma 3.1.2

If p: E — B is a covering map, then p is an open map.

Proof. Let A C E be open. We need to show that p(A) is open in B. Take = € p(A). We need to find
a neighborhood of x that is contained inside p(A).
Since p is a covering map of B, one can choose a neighborhood U of = that is evenly covered by p.

Let {Va},c, be a partition of p~!(U) into slices, i.e., p~*(U) = |] Va.
acJ
Since x € p(A), there exists some y € A such that = p(y). Now p(y) =z €U = ycp }(U)=

|| Va. Let V3 be the slice containing y.
acJ
Vp is a subset of F, and A is open in E. Thus V3N A is open in V3 with respect to the subspace

topology. p maps V3 homeomorphically onto U, so it maps open subsets of Vg to open subsets of U.
Hence p (Vg N A) is open in U. Since U is open in B, by Lemma 0.2.2, p (Vg N A) is open in B.

We know that y € Vg and y € A, soy € VgNA = x =p(y) € p(VzNA) C p(A), in particular
z € p(VgnNA) C p(A). So we have found our desired open neighborhood of x, contained in p(A).
Hence p(A) is open. [ |

Example 3.1.1
Let X be an arbitrary topological space. Set £ = X x {1,2,..., N}, with the latter set given the
discrete topology. The the projection p : E — X given by p(x,i) = z is a covering map.

Note that the whole set X, being open in X, is evenly covered by p. Indeed p~1(X) =
|_|£\L1X x {i}, where each X x {i} is open in E. It’s immediate that p‘XX{Z.} X x {i} - X
is a homeomorphism. So p is indeed a covering map.

Theorem 3.1.3
Define p : R — S! by p(x) = (cos 27z, sin2mx). Then p is a covering map.

Proof. Clearly p is Surjective. Because every point y on S has norm 1, so they can be expressed as
(cos @, sin0) for some 6 € R. So one can always find € R such that p(x) = y.
About the continuity, p can be expressed as follows:

p:R=>RxR, z— (pi(x),p2(x))

where p1,p2 : R — R are given by pj(z) = cos2mz and py(z) = sin27z. Since both p; and po are
continuous, p is continuous (by Theorem 18.4 from Munkres).

Look at the point (1,0) in S*. It’s clear that p_l((l,O)) = Z. Also, using the formula for p, one
obtains easily that

p*«mn):{n+i\nez}zmdp*«a—n):{n—iynez}
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As aresult, the open arc U (colored blue in the figure below), has the preimage p~*(Uy) = | | (n - 5n+
nez

Similarly we find the preimage of other U;’s.

p Y (U) = (n—%.n+13) pH(Ua2) = U (n.n+3)

Uy

pHUs) = | (n+3.n+32) p N U) = | (n+3.n+1)
nez nez

Now, each point of S belong to at least one of the U;’s. So our job is done if we can show that each
U; is evenly covered by p. Here we will only show that Uj is evenly covered by p. The proofs for Us,
Us, Uy are similar.

We saw that p~1(Uy) = | |V, where V,, = (n - %, n+ %) It’s immediate that the open sets V,, are
disjoint. So we now need to show that the p|Vn : Vi, — Uz is a homeomorphism. But first we will show
that p‘v—n : Vi, — Uy is a homeomorphism, where X stands for the closure of X.

Clearly V,, = [n — i,n + %] Firstly we need to check that p‘v—n is injective. Suppose we have
x1, 29 € V, with p‘Tn(Il) = p’v—n(:vg). That is, (cos2mzy, sin2mx;) = (cos2mxy, sin2wxy). In other
words,

cos2mx1 = cos2mxy and sin27wx; = sin 27wxy

But sin @ is a monotonically increasing continuous function for 8 € [27m — 5,2mn + g] In this case
sin 27z is monotonically increasing continuous function for z € V,,. So, to acquire sin 27z = sin 27z,
we must have x1 = x2. Thus p 7 1s injective.

n

Now we will prove the surjectivity of p‘v—. Observe that, p‘v— maps the endpoints of V,, to the
endpoints of Uy, with he endpoints of U being (0,1) and (0, —1).

s (1 1) = (conze (- 1) 2 (o))

- (on (-5)- () =0
Pl <n + i) <00827T (n + i) , sin2r <n + i))
(e (3)- () =0
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ply~ is continuous, V,, is connected, and U; is ordered. So by Intermediate value theorem, for any
¢ € U; there exists = € V,, such that p‘v—(x) = c¢. Hence p|V— is surjective.
We’ve proved that p|V— is a bijective continuous map from V;, to U;. V,, is a bounded closed subset

of R, hence compact (by Heine-Borel Theorem). Uj is a subset of the Hausdorff space R?, so it is
also Hausdorff (by Lemma 0.4.2). So p‘ being a continuous bijective map from a compact set to a

Hausdorff space, by Corollary 0.7.6, p!v is a homeomorphism.

Restriction of a homeomorphism is again a homeomorphism. Therefore, p}vn :V, —» U is a
homeomorphism for every n € Z. Hence U is evenly covered by p. In a similar manner, one can
prove that Us, Us, Uy are also evenly covered by p. So p: R — 8! is indeed a covering map, and R is
a covering space of S'. |

Definition 3.1.3 (Local Homeomorphism). The map p : E — B is called a local homeomorphism
if each point e € F has a neighborhood U which is mapped homeomorphically by p onto an open
subset of B.

Let p: E — B be a covering map and e € E. Also, let p(e) = x € B. Since p is a covering map, there

exists open U C B containing x, that is evenly covered by p. In other words, p~*(U) = || V, with
acJ
each V,, being open in F.

Now, p(e) =2 € U = e € p }(U). Therefore, e € | |, Va. So e € V, for some o € J. From the
definition of covering map, p’va : Vo = U is a homeomorphism. Therefore, for a given e € E, we've
found an open set V, C E that contains e; and V,, gets homeomorphically mapped to an open subset
U of B. Therefore, p is a local homeomorphism.

We’ve just seen that, if p : F — B is a covering map, then p is also a local homeomorphism.
However, the converse is not true in general. The following example illustrates a counterexample to
the converse.

Example 3.1.2

The map p : RT — St given by p(z) = (cos 27w, sin27z) is surjective, and it’s a local homeomor-
phism. We have seen that there is an open cover {Ui}j‘zl of S with

)= || (n_i,n—l—i) . N Ue) = <””+;>

NneZ nez
1 3 1
(Us) _n|€Z| <n+4,n+4) , p (Us) n|€Z| <n+ 2,n+1>

for the covering map p : R — S given by p(z) = (cos 27z, sin27z). Now, for this map p, we can
calculate p~1(U;) in using p~1(Uj;).

Nl(U1)=p1(U1)WR+:<0731)H(L|<”_411’n+111)>: L v

neN neNU{0}
p L (Ug) = p L (Us) NRT = (n,n + ) = |_| v,
{0} neNU{0}
1 -
~1 o + . "
(Us) =p  (Us) NR™ = |_| (n+4> > = || W
eNuU neNU{0}
1 -
~1 . +_ . "
(Us) =p~ (Us) NR |_| < " ) - | w
eNU neNU{0}

The arc U;, an open subset of S' containing (1,0), is not evenly covered by p. Because, for
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the slice % = (O, i), the map ﬁ‘% : ‘70 — U; is not a homeomorphism, it’s just a topological
imbedding. So p is not a covering map.

For any point x in R™, some neighborhood of z will be contained in at least one of the open
sets Vy,, V!, V! V" for some n € NU{0}. Let W 3  and W C V” (for example). Then one
can easily show that the map ﬁ‘w : W — p(W) C Us is a homeomorphism. Despite not being a
covering map, p is a local homeomorphism.

In Example 3.1.2, we’ve seen that the restriction of a covering map, in general, is not a covering map.
The following theorem tells us when the restriction of a covering map will be a covering map.

Theorem 3.1.4

Let p: E — B be a covering map. If By is a subspace of B, and Ey = p~! (By); then the map
po : Fy — By obtained by restricting p is a covering map.

Proof. Given by € By, let U be an open set in B containing by, this is evenly covered by p. Let

Va be a partition of p~1(U) into slices. In other words, p~1(U) = Va.
acJ
acJ
Fach V,, is open in E. U N By is open in By, with respect to the subspace topology, that contains

bo. The sets {Vo N Ep},; are disjoint open sets in Ep, because for distinct o, 5 € J
(VaﬂE())ﬂ(VﬁﬂEo) = (VaﬂVg)ﬂE():@ﬂEo =g
This disjoint collection of open sets cover p~*(U N By).
p L {UNBy) =p HU)Np~ ! (By) = <|_| Va> NEy=| | (Van Eo)
acJ acJ

In addition, since p‘v : Vo — U is a homeomorphism, p|V nEy Vo NEy — UN By is also a
homeomorphism. Hence, pg : Eg — By is a covering map. |
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§4.1 Lifting Map

Definition 4.1.1 (Lifting). Let p: E — B be amap. If f is a continuous map from some topological
space X to B, a lifting of f is a map f: X — E such that po f = f.

E
! p
X - > B

In this lecture we will be concerned with liftings when p is a covering map.

Example 4.1.1
Consider the covering map p : R — S! given by p(z) = (cos 27z, sin 27x). The path f : [0,1] — S*

S

beginning at (1,0) € S given by f(s) = (coss,sins) lifts to the path f(s) = 5 beginning at 0
and ending at %

(cosms,sinms) = f(s) =p (f(s)) = (cos2n f(s),sin2nf(s)) = f(s) = g

The path g : [0,1] — S! given by g(s) = (cos7s, —sin7s) lifts to the path g(s) = —3 beginning
at 0 and ending at —%.

S

(cosms, —sinms) = g(s) = p(g(s)) = (cos2mg(s),sin2mwg(s)) = g(s) = =

The path h : [0,1] — S* given by f(s) = (cos4ns,sindns) lifts to the path h(s) = 2s beginning
at 0 and ending at 2.

(cosdms,sindns) = h(s) = p (h(s)) = (cos2mh(s),sin2wh(s)) = h(s) = 2s

0 3 1 -1 0 1 0 2
—eo—o—9o— ¢ — ——o— o S o
TN 1
—

Lemma 4.1.1

Let p : E — B be a covering map, and p(eg) = bp. Any path f : I — B beginning at by has a
unique lifting to a path f in £ beginning at eg.

Proof. Since p : E — B is a covering map, for every z € B, there exists a neighborhood U, that is
evenly covered by p. U, is open in B and it contains x, so the collection {U,}_.p is an open cover
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of B. f: I — B is a continuous map, so the preimages of open sets are open in I. Therefore, the
collection {f~! (Ux)}xeB is an open cover of I.

I is bounded and closed subset of R. By Heine-Borel Theorem, I is a compact metric space. Now
we shall use Lebesgue Number Lemma. We have an open cover { ! (Uz)}m cB of the compact metric
space I. Let § be the Lebesgue Number of this open cover. Now we are gonna partition [0, 1] into
subintervals [so, s1], [s1, S2], .- -, [Sn—1, Sn], With 59 = 0 and s,, = 1, such that

diam([si,siﬂ]) =8 —8_-1<6, Vie {0, 1,2,....n— 1}
Each [s;, s;+1] has diameter less than §. By Lebesgue Number Lemma,
[si,8i11] € f~1 (Uy) for some x € B = f([si,si41]) C U, for some z € B

Now we will inductively define the lift f: I — E with f(0) = eg. Note that, by the definition of lift,
one must have po f = f. The base case of the inductive definition is

F(0) = f([0,50]) =0

Then we assume that f ([0, s;]) is defined. We need to show that f ([0, s;11]) can be defined; in other
words f ([s;,si+1]) can be defined. Because if we can prove that f can be defined on [s;, s;11], we can
conclude by pasting lemma that f can be defined on [0, s;11]. By inductive hypothesis, f ([s;, si11]) is
defined. In particular, f (s;) is defined. Since po f = f, we have

p(f(s)) =f(s) €Us = Flsi)€p " (Un) = || Va = f(si) € Vg

aeJ

for a unique o € J. For s € [s;,5,41], we define f(s) as
= -1
7(s) = (ol o 7) ()

. . -1 . . 7. e .
p|y, is a homeomorphism, so p‘v is continuous. Hence f is composition of continuous maps, thus
@Q @0

continuous on [s;, s;11]. This definition satisfies po f = f, because

(o 1) (5) = (porly o f) (s) = f(s)

So f can be defined on [s;, s;11] with the required properties. f defined on the subintervals [s;, s; 1]
can be continuously extended to all of [0, 1] by pasting lemma, since f is defined on the closed intervals
[s0,51], [51,52] .., [Sn_1, 8n], With s = 0 and s, = 1 and f agrees on the pointwise overlaps.

We’ve shown that the lifting f can be defined on I with the desired properties. Now we need to
show that, fi is unique. The uniqueness can be proved inductively as well.

Suppose f is another lifting of f beginning at eg, i.e, f(0) = eg = f(0). So the base case of the
induction is f(s) = f(s) for every s € [0, s]. Assume that f(s) = f(s) for every s € [0,s;]; this is the
inductive hypothesis. We want to show that f(s) = f(s) for every s € [s;, si+1]. That will establish
f(s) = f(s) for every s € [0, s;11].

We've seen earlier from the inductive construction of f that f (s;) € V,, for a unique ag € J. Also,
we defined f on [s;, s;11] by

F(s) = (ply) o F) () =ply. (£(5))

Since f~’is a lift of f, we must have po f: f. Now,

f(sivsia)) SUs = (pof) (sisi1) SUs = F i) Sp7' (U) = | | Va
acJ

[si,8i+1] is an interval, thus connected. By Theorem 23.5 from Munkres, the image of a connected
space under a continuous map is connected. So f ([s;, Si+1]) is connected. The slices V,, are open and

45



4 Lecture 4 46

disjoint. If F ([si, si41]) is distributed among the Vj’s, connectedness of f ([s;, si11]) is contradicted.
So f ([si, si+1]) must lie in a single slice, namely Vi, . N
But f(si) = f(si) € Va, 80 a1 = ag. Hence f ([si, sit1]) C Va,. Let s € [s;, si+1] and yo = f(s) €
Vg - p‘v is a homeomorphism, so it’s invertible.
@Q

1) =0 (7)) =ply,, o) = o=l (£(5) = F(5)

So fand f agrees on [s;, s;4+1] and we are done. [ |

In fact, the uniqueness of lifting has a generalization.

Lemma 4.1.2

Let p : E — B be a covering map and X be a connected topological space. Given any two
continuous maps fo, fi : X — E such that po fy = po fi =: f (in other words, both fy and fi
are lifts of f), consider the set

A= {xeX : ﬁ)(a:):fl(ﬂf)}

Then A= or A=X.

Proof. The only sets that are both open and closed in a connected space are the empty set and the
whole set itself. So this lemma is equivalent to proving A is both open and closed.

Firstly we will show that A is closed. It is enough to show that A=A Let y € g, we nned to show
that y € A, i.e. fo(y) = f1(y). Assume for the sake of contradiction that fo(y) # fi(y).

p(fow) = (Aw) =) = e
Consider a neighborhood U, of x that is evenly covered by p. Now,

(7o) =p(Aw) €Ve = Joly). Fily) €™ () = || Va

aeJ

Let Vo and V; be the disjoint open slices contaiing fo(y) and f~’1(y) respectively. ]70 X = B, Vyis
open in E, so Vj is a neighborhood of fo(y) in E. By Lemma 0.5.3, there exists a neighborhood W)
of y in X such that ﬁ) (Wo) C Vp. Similarly, there exists a neighborhood Wj of y in X such that
fi (W) € .

Now W = Wy N Wi is a neighborhood of y in X.

o) CVo, AW)CVi = foW)N/ (W) =2

But since y € A and W is a neighborhood of y, WNA # @. This contradicts with ﬁ) (W)ﬂfl (W) =2.
Therefore, y € A. As a result A C A.By the definition of closure, A C A. Hence A = A and A is
closed. B B

To prove that A is open, take any y € A. So we have fo(y) = f1(y).

p(fo) =p(AW) = f) ==
Consider a neighborhood U, of x that is evenly covered by p. Now,

(7o) =p(hw) €Ue = Jolw). Fily) €™ (W) = || Va

aed

Let Vp be the open slice contaiing fo(y) = fl(y) ﬁ) X — F, Vpis open in E, so Vj is a neighborhood
of fo(y) in E. By Lemma 0.5.3, there exists a neighborhood Wy of 3 in X such that fo (Wp) C Vp.
Similarly, there exists a neighborhood Wj of y in X such that f; (W;) C V4.
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_Now W = Wy N Wy is a neighborhood of y in X. }B(W) C Vo, fu (W) C Vy Let w € W, so
fo(w), fi(w) € Vy. po = p‘vo is a homeomorphism, so it’s injective.

f(w) = po (fo(w)) = Ppo (fl(w)> — fo(w)=filw) = weAd = WCA

W is a neighborhood of y that is fully contained in A. So every y € A is an interior point, hence A is
open.
Therefore, A is both open and closed. Hence A = @ or A = X. |

Lemma 4.1.3

Let p : E — B be a covering map; let p(eg) = bg. Let F : I x [ — B be continuous with
F (0,0) = bp. Then there is a unique lifting of F' to a continuous map F : I x [ — E such that
F(0,0) = ep. Furthermore, if F' is a path homotopy, so is F.

Proof. Given F, we first define F'(0,0) = eg. Then we can extend F to the left hand edge 0 x I and
bottom edge I x 0 of the square I x I using Lemma 4.1.1. Because F restricted on 0 x [ is basically
a path, so F}OX[ = f: 1 — B. We can definitely find a unique lifting f of f that starts at by. We can
then define F/(0,¢) = f(¢). In a similar manner, we can extend F on I x 0 too. Now we will extend it
to whole I x I.

Since p : E — B is a covering map, for every x € B, there exists a neighborhood U, that is evenly
covered by p. U, is open in B and it contains x, so the collection {U,},.p is an open cover of B.
F : I x1 — B is a continuous map, so the preimages of open sets are open in I x I. Therefore, the
collection {F~* (Ul“)}xeB is an open cover of I.

I x I is bounded and closed subset of R%2. By Heine-Borel Theorem, I is a compact metric space.
Let ¢ be the Lebesgue Number of this open cover. Now we are gonna choose subdivisions

O=s50<s1 <89+ <8p=1 and O=to<ti <tyg---<t,=1

such that diam ([sj—1,s;] X [tj—1,t;]) < ¢ for every i € {1,2,...,m},j € {1,2,...,n}. Let I; =
[si—1, ;) and J; = [tj_1,t;]. By Lebesgue Number Lemma,

I,-ijgF—l(Ux) for some x € B = F'(I; x J;) C U, for some z € B

Now we shall define F': I x I — FE inductively beginning with I; x Jj, then continuing with the other
rectangles I; x Ji of the “bottom row”, and then with the rectangles I; x Jo and so on. Now, fix
1 <ig<mand1 < jy<n. Denote by A the union of 0 x I and I x 0 and all the rectangles “previous”
to I;, x Jj,. In other words,

A=0xT)u (I x0)U U(Iiij) U(U(IiXJj0)>

7<jo 1<ig
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Iio X Jjo

/
Po

=

A is colored in grey in the figure above, and the edges of A are the thick black edges. For our inductive
construction, the base case is F can be constructed on I; x Jj. By the inductive hypothesis, the lifting
Fof F ’ 4 can be constructed. Now we will define F on I;, x Jj, in the following way.

One can find U, being open in B that is evenly covered by p such that F (I;, x J;,) € U,. Let
C = AN (I, x Jj,) be the union of left and bottom edge of I;, x J;,. According to the inductive
hypothesis, F is defined on C C A.

p (ﬁ (Lig % Jjo)) = F (I;, x ‘]jo) ClU, = ﬁ(Iio x ‘]jo) < p_l (Uz) = |_| Va
acJ
= F(C)C F(Liyx Jj,) € | | Va
aeJ

C is connected, F is continuous, so F (C) is connected. The slices V,, are open and disjoint. If F (C)
is distributed among the V,’s, connectedness of F (C) is contradicted. So F'(C') must lie in a single
slice V. Let us denote the V,, entirely containing F'(C) by Vp. Let po : Vo — U, be the restriction of
p on Vj. po is a homeomorphism. We extend F' from C to I;, x Jj, by

F(z) = (py' o F) (x) =py " (F(z))

Now we are only left with the base case of I} x J;. We showed in the beginning that F can be
constructed on (0 x I)U(I x 0). And the left and bottom edge of I; x J; is a subset of (0 x I)U(I x 0).
Using this, we can construct Fonl 1 X J1 using a similar construction as we’ve just done for I;; x Jj,.
Thus the base case is proved.

So we have proved that F can be constructed on each of the rectangles I; x J;. The rectangles
are closed, and F agrees on the boundaries of adjecent rectangles. Therefore, by pasting lemma, the
extended map F on I x I is continuous. By construction, it satisfies p o F = F. So F is indeed a
lifting of F.

About the uniqueness issue, assume the contrary. If F': I x I — F is another lifting of F : I xI — B
with F(0,0) = eg, then the set

{(x,y) el xI : ﬁ(w,y) :F_’(x,y}

contains (0,0), so it is not empty. Hence, by Lemma 4.1.2, this set equal to I x I. Therefore, Fis
unique.

Now, let g and h be two paths in B and F' be a path homotopy between them. F(0,0) = bo, so
both g and h start at by. By Lemma 4.1.1, there exists unique lifts of g and h, namely g and h, such
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that g(0) = E(O) =ep. Sog=pogand h=p o h. We shall prove that F is a path homotopy between
g and h in E. Suppose they both end at b;.

F(5,0) = (pog)(s) and F (s,1) = (po%) (s)

F(0,t)=(pog) (0) = (poh) (0) = by and F (1,t) = (pog) (1) = (poh) (1) = by

Recall that, we defined the unique map FasF= p“_/ol o F'. Hence

F(s,0) = p|y, (F(5,0) = p|y, ((po3) () = p|y, 0(5(s)) = §(s)
ﬁ(s, :p;% (1) =l ((poh) () =ply; (p(A())) = (o)

We've seen before that p (FV (0 x I)) = F(0x1)={by},so F(0x1I)Cpt(by). 0x I is connected,

so is F (0x1TI ) By Lemma 3.1.1, p~! (by) has the discrete topology; so every singleton set is open in

p~t(bg). If F(0 x I) has more that one element, it can be splitted into two disjoint nonempty open
Sets contradicting its connectedness. Hence F (O x I) must be a singleton set. Similarly F' (1 x I) is
also a singleton set. In fact,

F(0,4) = p|y, (F(0,) =p|y, ((po3)(0)) =ply, (0
1

(
)
F(1,t)=p|y, (F(1,1) =p|,. (pog) (1)) =p|;01 (p(g(1))) =9(1)
=p\;01 ( poﬁ) (1)) :p}‘;ol (p (ﬁ(l))> = h(1)

Therefore, Fisa path homotopy between g and h. |

Using Lemma 4.1.1 and Lemma 4.1.3, we can have the following theorem.

Theorem 4.1.4

Let p: E — B be a covering map and p(eg) = by. Let f and g be two paths in B from by to by;
let f and g be their respective unique liftings to paths in F beginning at eg. If f ~ ~, g, then f
and g end at the same point and f =

§4.2 Lifting Correspondence

Definition 4.2.1 (Lifting Correspondence). Let p: E — B be a covering map and by € B. Choose
eo € I such that p(eg) = by. Given an element [f] € m1 (B, bo), let f be the unique lifting of f to
a path in E such that f(0) = eyp. Then we define a set map ¢

¢ (B,bo) = p ' (bo) & ([f]) = f(1)

We call ¢ the lifting correspondence derived from the covering map p. It depends on the choice
of the point eg.

¢ is indeed a well-defined set map. Since [f] € 71 (B, bp), f is a loop in B based at by.

bo=f(0)=f(1) =p(f(1)) = F(1)€p~" (b)

Now let [f] = [g] for two loops f and g. So f and g are path homotopic. Then by Theorem 4.1.4, f
and g ends at the same point. So f(1) = g(1). Therefore, ¢ ([f]) = ¢ ([g]). Hence ¢ is a well-defined
set map.
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Theorem 4.2.1

Let p : E — B be a covering map and p(eg) = by. If E is path connected, then the lifting
correspondece

¢ :m (B,bo) = p~ " (bo)

is surjective. If E is simply connected, it is bijective.

Proof. Suppose E is path connected. p(eg) = by, so eg € p~L(bg) C E. Now, take any e; € p~! (bp).
ep and e; are elements of E, so there exists a path f in E from eg to e;. In other words, f: 1 — E
such that f(0) = ep and f(1) = e;. Consider the map f = po f. It is a map from I to B. In fact, it
is a loop based at by. Because

£(0) =p (f(0)) = p(eo) = bo and f(1) = p (f(1)) = p(e1) = bo

So [f] € m1 (B, bg). It has a unique lifting in £ that starts at ep. f is one such lift. Therefore,

¢([f) =f1) =e

In other words, for every e; € p~! (by), we can find [f] € 71 (B, bg) such that ¢ ([f]) = e;. Hence ¢ is
surjective.

Now suppose FE is simply connected. Then it is also path connected. As a result, ¢ is surjective. So
we only need to prove that ¢ is injective. Let [f], [g] € m1 (B, bg) such that ¢ ([f]) = ¢ ([g]). We need
to show that [f] = [g].

Let f and g be unique lifts of f and g, respectively, such that both of them start at eg. In other
words, f,g: I — E with f(0) = §(0) = eg and po f = f,po g = g. Since ¢ ([f]) = ¢ ([g]), we have
f(1) = g(1). Thus, f and g have the same initial and final points in a simply connected space FE.
Therefore, by Lemma 2.2.3, f ~ g.

Let F be the path homotopy between f and g. By the 1st key fact used in proving Theorem 1.1.3,
po F is a path homotopy between po f = fand pog = g. So f ~ g, and thus we have [f] = [g].
Hence ¢ is injective. ]

Now the main theorem of this lecture.

Theorem 4.2.2

The fundamental group of S! is isomorphic to the additive group of integers.

Proof. Let p : R — S! be the covering map of Theorem 3.1.3, defined by p(x) = (cos 27z, sin 27z).
Let eg = 0, and by = p(eg) = p(0) = (1,0). We've seen earlier that p~! (by) = Z. Since R is simply
connected, by Theorem 4.2.1, the lifting correspondence

¢:m (S by) = Z

is bijective. So we only need to show that ¢ is a group homomorphism.
Given [f],[g] € m (Sl,bo), let f and g be their respective unique liftings on R both starting at

0=-eg. Let ¢ ([f]) = f(1) = n and ¢([g]) = g(1) = m, where m and n are integers. Now, we define a
new path g on R by
g:I—->R, g(s)=n+g(s)

From the definition of p, one immediately finds that
p(n + x) = (cos (2mn + 27x) ,sin (27n + 27x)) = (cos 2wz, sin 2wx) = p(x)

(pog)(s) =p(9(s)) =p(n+g(s)) =p(g(s)) = g(s)

Also, g(0) =n + g(0) = n. So g is the unique lifting of g thet begins at n. Since f(1) =n = g(0), we
can form the product of paths f *x g. We claim that f x g is the lift of f * g that begins at 0.
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Using the 2nd key fact used in proving Theorem 1.1.3, we obtain that

po(f*g)=(pof)*(pog)=/fxg

Also, f * g begins at where f begins, . e. it begins at f(0) = 0. So it is indeed the unique lift of f * g
that begins at 0. Now, the endpoint of fxg is the endpoint of g, i.e. it ends at g(1) = n+g(1) = n+m.
Then using the definition of lifting correspondence, we get

o (flxlg)) = o ([f gD = (F+3) (1) =n+m=o(f]) + ¢ (lg])

So ¢ is indeed a homomorphism from 7y (S L bo) to the additive group of integers. We’ve seen earlier
that ¢ is bijective. Therefore, m; (S L bo) is isomorphic to Z. ]
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§5.1 Retraction

Definition 5.1.1 (Retraction). If A C X, a retraction of X onto A is a continuou map r: X — A
such that T}A =id4. If such r exists, we say that A is a retract of X.

Lemma 5.1.1

If A is a retract of X, then the homomorphism of fundamental groups induced by the inclusion
map j : A — X is injective.

Proof. If r : X — A is a retraction, then r o j = i, is the identity map of the pointed topological space
(A,a). By Theorem 2.3.2, (roj), = ry o j. = (i), is the identity homomorphism of the fundamental
group 71 (A, a). Therefore, j, has a left inverse.

Claim — Let f: X — Y and g : Y — X such that go f = idx (in other words, f has a left
inverse). Then f is injective.

Proof. Suppose f (1) = f (x2), we need to show that x1 = xs.
f(@1) = f(z2) = g(f(21)) =g (f(22)) = idx (z1) =idx (z2) = =1 =12

So f is injective. O

By the claim, j, is injective. |

Theorem 5.1.2 (No-retraction theorem)

There is no retraction of B2 onto S*.

Proof. Assume the contrary. By Lemma 5.1.1, the homomorphism induced by the inclusion map
j: 81 — B2 is injective. In other words, j, : m; (Sl, bo) — M (Bz, b()) is injective.

As B? is convex, the fundamental group (Bz, bo) is trivial (contains only the identity element).
But the fundamental group m (S L bo) is non-trivial (we know from Theorem 4.2.2 that this is isomor-
phic to Z). So it’s not possible to have an injective map from 7 (51, b[)) to mp (BQ, bo). Contradiction!

Hence S! is not a retract of B2. |

Lemma 5.1.3

Let h: S' = X be continuous. Then the following are equivalent:
(1) h is nulhomotopic.
(2) h extends to a continuos map k : B> — X.
(3) hy is the trivial homomorphism of fundamental groups.

Proof. (1)=(2). Let H : S' x I — X be a path homotopy between h and a constant map. We define
m: S x I — B? by 7 (x,t) = (1 —t)x.

Claim — 7 is a quotient map.

Proof. Consider a map 1 : R — R? defined by 7 (71, 79,t) = ((1 —t) 21, (1 — t) 2). The map
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(z1,x2,t) — 1 —t is continuous, so is (z1,x9,t) — x;. Then as a product of continuous real
values functions, (x1,x2,t) — (1 — )z is continuous. Similarly, the second coordinate of 7y is
also continuous. Therefore, 71 is continuous. Since 7 is the restriction of 7 on S x I, 7 is also
continuous.

If y € B?, then |jy|| < 1. If ||y|| = 0, y = 0. Then taking t = 1 gives us 7 (x,t) = 0. If ||y|| # 0,

Then ﬁ has unit norm, so
Yy Yy
(L= ) = bl = v
(Hyll 1yl
So 7 is surjective.

S1 x I is a bounded closed subset of R3, so it’s compact by Heine-Borel Theorem. B? is a
subspace of R?, by Lemma 0.4.2, B? is hausdorff. 7 is a continuous map from a compact space
to a hausdorff space. Therefore, by Proposition 0.7.5, 7 is a closed map.

7 is continuous, surjective, closed. Lemma 0.10.1 gives us 7 is a quotient map. U

We want this following diagram to commute. In other words, we want H = k o 7.

StxrT

BQT>X

Note that, the preimage of 0 under 7 is S x {1}. As H is a homotopy between h and a constant
map,

H(z,1) =€y, (v) =20 = H (71'_1 ({O})) =H (Sl X {1}) ={zo}
where e, is a constant map that maps all of S* to x9 € X. So H is constant on 71 ({0}).
For b # 0, 7! ({b}) is a singleton set. Because,

(I—t)r=b= [1—t||lz] = b = 1—t=[b]] = t=1—|b|| and z =

51

So H is trivially constant on 7! ({b}). Therefore, by Theorem 0.10.3, H induces a map k : B2 — X
such that £k om = H. Since H is continuous, by the same theorem, k is continuous.

Now we need to show that k is an extension of h. For z € S', H (x,0) = h(x) since H is a homotopy.
As a result,

h(z)=H (2,0) = k(7 (x,0)) =k (z) = k‘sl =h
So h extends to a continuous map k: B> — X.

(2)=(3). If j : S' — B? is the inclusion map, then h = ko j.

st ,p2_k ,x
h=koj

Hence hy = (koj), = ki« o j.. As B? is convex, the fundamental group 7 (BQ,bo) is trivial. So
Jx 1T (5’1, bo) — M (BQ, bo) must be the trivial homomorphism, a homomorphism that maps all of
T (S L b()) to the identity element of the one-element group m; (B2, bo).

We take any g € m (S L bo). Let e; and ey respectively denote the identity elements of (BQ, bo)
and 7 (X, x0), where xg = h(by). We've just shown that j. (9) = e;. Group homomorphisms map
identity elements to identity elements. So we have

s (g) = ks (]* (g)) = k. (61) = €2

So hy is the trivial homomorphism.
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(3)=(1). Let p: R — S! be the standard covering map given by p (z) = (cos 27z, sin 2wz). Also,
let pg be the restriction of p to I, i.e. pg = p|I.

hy (St bo) — w1 (X, @o) with h(bg) = . Since S is path connected, 71(S, bo) is isomorphic
to m1(St,by) for any by, by € S1. So we can assume without loss of generality that by = (1,0).

Claim — [po] generates m; (Sl, bo).

Proof. We proved in Theorem 4.2.2 that m (Sl, bo) is isomorphic to Z. In context of the proof of
the same theorem, ¢ : m; (Sl, bo) — 7Z is a group isomorphism. So m; (Sl, bo) is also an infinite
cyclic group generated by ¢! (1). Now we need to show that ¢~ (1) = [po], i.e. ¢ ([po]) = 1.

po is a path in S! beginning at (1,0), and p : R — S! is a covering map. So pg has a unique
lifting po : I — R such that beginning at 0, and po(1) = ¢ ([po])-

(cos 2ms, sin2ms) = po (s) = p (po (s)) = (cos2mpo (s) , sin 27pg (s))

This gives us
27pg (s) = 2ws + 27n , for somen € Z = py(s) =s+n

Since py begins at 0, po (s) = s. So ¢ ([po]) = po(1) =1, and m (S*,bo) is generated by [po]. O

The inverse element of [po] is [po], where Po(s) = po (1 —s) is the reverse loop of py. We denote
[po] = [pal]. So all the elements of m; (Sl, bo) can be expressed as

< [po”] [po®] s Ipo ' [6] s [pol s [p6] s [o] -

where [pg] is the identity element, the constant loop based at by. And

Py =po*po*---*py and p&”zpal*pgl*--'*pgl, forn e N
N————

n times n t??nes
Let f = hopg. hy is the trivial homomorphism, so [k o pg] = hy ([po]) = [€x,], Where e, is the constant
loop based at xg. So f ~, e, and let F': I x I — X be a path homotopy between them.
Consider the map pp x id : I x I — S' x I defined by (pg x id) (s,t) = (po (s) , 1)

Claim — pg x id is a quotient map.

Proof. (s,t) — s+ po(s) is continuous, (s,t) — ¢ is continuous. Both coordinates of py x id are
continuous, so pg X id is continuous.

po is a surjective map. So for any x € S', we can find sy € I such that pg (sg) = . Now for
any (z,t) € St x I, (po x id) (so,t) = (z,1), so pp x id is surjective.

I x I is a bounded closed subset of R?, so it’s compact by Heine-Borel Theorem. S x I is a
subspace of R3, thus hausdorff. pg x id is a continuous map from a compact space to a hausdorff
space. Therefore, by Proposition 0.7.5, pg x id is a closed map.

po X id is continuous, surjective, closed. By Lemma 0.10.1, it is a quotient map. [

po (0) = by = po (1), othewise py is injective on (0,1). So pg x id is injective on (0, 1) x I. Each point of
the form (bg,t) has two preimages under py x id, namely (0,¢) and (1,¢). Since F is a path homotopy
between f and ey,

F(0,t) =20 = F(1,t)

So F' is constant on the preimage of (bo,t). For all other points (z,t), the preimage of (x,t) is a
singleton set. So F' is trivially constant on the preimage.

Therefore, by Theorem 0.10.3, F induces a map H : S x I — X such that H o (pg x id) = F. Since
F' is continuous, by the same theorem, H is continuous.
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I xI

po Xid

SlxIT>X

Since F' is a path homotopy between f and ey,
F(s,0)=f(s)=h(po(s)) and F(s,1)=ez(s)=z9Vsel
If z € S, there exists some so € I such that pg (so) = .
H (2,0) = H (po (s0) ,0) = H ((po x id) (s0,0)) = F (s0,0) = h (po (s0)) = h(z)

This is true for every x € S*. On the other hand, let €5, : S' — X be the continuous map that maps
all of S' to zg € X.

H (z,1) = H (po (s0),1) = H ((po x id) (50, 1)) = F (80, 1) = 20 = €4, (7)

Therefore, H is a homotopy between h and e,,. This proves that A is nulhomotopic.

We've proved that (1) = (2) = (3) = (1). So the three statements are equivalent. [ |

Corollary 5.1.4

The inclusion map j : S — R?\ {0} is not nulhomotopic. Also, the identity map i : S* — S! is
not nulhomotopic.

Proof. There is a retraction of R? \ {0} onto S! given by 7 (z) = H%II (check that this is continuous).
By Lemma 5.1.1, the induced homomorphism j, : 7 (Sl, bo) — m (R2 \ {0}, bo) is injective.

Assume for the sake of contradiction that j is nulhomotopic. Then by Lemma 5.1.3, j, is a trivial
homomorphism. But we’ve just shown that j, is injective. As my (Sl, bo) is nontrivial, the image of
js can’t be just the identity element of 7 (R?\ {0},by). So we arrive at a contradiction! Therefore,
J is not nulhomotopic.

Similarly, the induced homomorphism i, of the identity map i : (S L bo) — (Sl, bo) is the identity
group homomorphism. i, can’t be trivial since m; (S L bg) is nontrivial. Hence, using Lemma 5.1.3
again, ¢ is not nulhomotopic. |

Theorem 5.1.5

Given a nonvanishing vector field on B2, there exists a point of S* where the vector field points
directly inward, and a point of S! where it points directly outward.

Proof. A vector field on B? is an ordered pair (z,v(x)), where € B? and v : B? — R? is a
continuous map. To say that a vector field is nonvanishing means that v(z) # 0 for every = € B2.
In such a case, v actually maps B? to R?\ {0}.

Assume for the sake of contradiction that v(z) doesn’t directly point inward at any point z € S?.
Let w be the restriction of v on S!, i.e. w = U‘Sl’ In other words, w : S' — R?\ {0} has a continuous
extension given by v : B2 — R?\ {0}. Then by Lemma 5.1.3, w is nulhomomtopic.

Now observe that w is homotopic to the inclusion map j : S — R?\ {0}; the homotopy F : S*x I —
R?\ {0} is given by

F(z,t)=tjx)+ QA -thwx)=tz+ (1 —-t)wx), forzeStel
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tz 4 (1 thw(z) (2,7(2))

But we are yet to show that F (z,t) € R?\ {0}. From the fact that w(z) # 0 and j(x) # 0, it
immediately follows that F'(z,1) # 0 and F (x,0) # 0. If for some ¢t € (0,1), F' (z,t) = 0 then
—t
tr+(1-tw(z)=0 = w(z)= T—3%
This means w(zx) is a negative scalar multiple of z. Geometrically this interprets as w(x) pointing
directly inwards, which is a contradiction! So F (z,t) € R?\ {0} for every = € S',t € I.

So we have proved that F': St x I — R?\ {0} is a homotopy between w and j. In other words,
w ~ j. We've also proved that w is nulhomotopic. Since ~ is an equivalence relation, j : S' — R2\ {0}
is nulhomotopic. But this contradicts with Corollary 5.1.4. Hence, there must exist a point z € S!
such that v(z) points directly inward.

If we had started the proof with the vector field (z, —v(x)) and carried out the same arguments, we
would have reached the conclusion that —v(z) points directly inward for some € S'. In other words,
v(x) points directly outward for some x € S*. [ |

§5.2 Fixed Point Theorems

Lemma 5.2.1

Let f: X — X be continuous. If X = [0, 1] then there exists x € X such that f(x) = x. This z
is called a fixed point of f.

Proof. Let g :[0,1] — [—1,1] be defined by g () = f (x) — z. Then g is continuous. f (z) € [0, 1], so
f£(0) > 0. In other words,

9(0)=7(0)-0=0
Similarly, f (z) € [0,1], gives us f (1) < 1. In other words,

g(1)=f(1)-1<0

Combining these two inequalities, we get g (1) < 0 < g(0). By Intermediate Value Theorem, there
exists y € [0, 1] such that g (y) = 0. For that y, 0 = g (v) = f (y) —y. Hence f (y) = y. |
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Theorem 5.2.2 (Brouwer fixed point theorem)
If f: B?> — B2 is continuous, then there exists z € B? such that f (z) = .

Proof. We shall proceed by contradiction. Suppose f (z) # x for every z € B2 We define v (z) =
f () — z. Clearly v is continuous. So we obtain a nonvanishing vector field (x,v (z)) on B.

Using Theorem 5.1.5, we get that there is a point # € S! at which v (x) points directly outward. In
other words, v (z) = ax for some positive real number a.

f@)—e=v(@)=ar = f(2)=(1+a)z = |f@|=[+al]e =1+a>1

But f is a map from B? to itself. So ||f (z)|| < 1 for every x € B2, Contradiction! Therefore, there
must exist some x € B? such that f (z) = z. [ |

Now we shall prove a linear algebra result using topological techniques.

Corollary 5.2.3

Let A be a 3 x 3 matrix with positive real entries. Then A has a positive real eigenvalue.

Proof. Let T : R3 — R3 be the linear transformation whose matrix representation (with reference to
the standard basis for R3) is A. Let F denote the first octant of R3. In other words,

F:{($1,1}2,$3)ER3 : leOa ':EZZOa .ZgZO}

Let B be the intersection of F' with S?, i.e. B = F'NS?%. It’s easy to see that B is homeomorphic to
the unit ball B? (left as an exercise for the reader). Now we claim that Brouwer fixed point theorem
holds for continuous maps from B to itself.

Claim — Let f: B — B be continuous, then there exists y € B such that f (y) = y.

Proof. Let g : B — B? be a homeomorphism. Then go fog~!: B> — B? is a continuous map
from B? to itself. According to Brouwer fixed point theorem, it has a fixed point z € B2.

g(flgH @) =2 = f(g' (@) =g (@) = fly) =y
where y = g7 () € B. O

Take x = (1, x2,23) € B. Then all the components of x are nonnegative. Since ||z|| = 1, at least one
of the components must be positive. A is a 3 x 3 matrix with positive real entries. So T (z) = Az has

all components positive. As a result, %ﬁ;“ € B.

Consider that map f : B — B defined by f (x) = % T is a linear map from a finite dimensional
vector space to itself, so it’s continuous. Furthermore, the map = > ﬁ is also continuous. Therefore,
their composition f must also be continuous.

f is a continuous map from B to itself. By the claim stated above, there exists g € B such that

f (x0) = xo.

T (xo)
7 = f (:CQ) =x9g — Axg= T(xo) = ||T($0)|| xo
1T (o)
Therefore, xg is an eigenvector of the linear transformation 7', with eigenvalue ||T (xg)||, which is
necessarily positive. Thus we’ve proved that A has a positive real eigenvalue. |

§5.3 Fundamental Theorem of Algebra

In this section we shall prove the Fundamental Theorem of Algebra (FTA) using topological
techniques.
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Theorem 5.3.1 (Fundamental theorem of algebra)

A polynomial equation 2" + a,_12" ' 4 - -- + a1 + ag = 0 with complex coefficients has at least
one complex root.

Proof. Step 1. Consider thet map f : S' — S! given by f(z) = 2", where z is a complex number
with unit modulus. In this step we shall prove that the induced homomorphism f, of fundamental
groups is injective.

Let po : I — S' be the standard loop in S'. Here p‘ ; = DPo, with the familiar covering map
p:R — S! given by p () = (cos 27wz, sin 272). So we have

po (5) = €™ = (cos 2s, sin 27s)

Let g = J o po. Then f. (po]) = [g].
g(s)=Ff(po(s)=f (e%is) = (e%is)n = 2™ = (cos 2mns, sin 27ns)

We’ve proved before that the unique lifting of py starting at 0 is given by pg (s) = s. ¢ is also a loop
in S! based at by = (1,0). Using Lemma 4.1.1, g has a unique lifting g : I — R beginning at 0.

b

0,1] —— S*

g(s)=p(g(s)) = (cos2mns,sin2mwns) = (cos27g (s),sin27g (s))
— 27g (s) = 2mns + 27k , for some k € Z
= g(s)=ns+k

Since g begins at 0, g (s) = ns. If we consider the isomorphism ¢ : m; (Sl, bo) — Z given in the proof
of Theorem 4.2.2, then
n=g(1)=¢(lg]) = ¢([f opo]) = ¢ (/f+ ([po]))

while ¢ ([po]) = 1.
We’ve seen before that all elements of m (S L bo) can be expressed as [pg'], where m € Z. To show

that f. is injective, suppose fy ([pf]) = f« ([pg]) for z,y € Z. We need to show that z = y.

Felpo)) = £ (Ipg)) = £ (po])” = fu ([po))? = ¢ (f+ ([po)*) = ¢ (f+ ([po])”)
= 2 ¢ (£ ([po])) = y & (S« ([po]))

— m=yn — =y
So fy is injective.

Step 2. In this step, we shall prove that if g : S' — R?\ {0} is the map given by g (z) = 2", then
g is not nulhomotopic.

In Step 1, we had the map f: S! — S! defined by f(2) = 2" If j : S — R?\ {0} is the inclusion
map, then we have

Jjof=9 = jiofi=yx

We've shown in the proof of Corollary 5.1.4 that S* is a retract of R?\ {0}. As a result, j, is injective
by Lemma 5.1.1. By step 1, f. is injective. As a composition of two injective maps, g, is injective.

We, therefore, have proved that g, : m (Sl,bo) — m (R2 \ {0}7b0) is injective. As m (Sl,bo) is
nontrivial, the image of g, can’t be just the identity element of m; (R?\ {0},by). So g« is not trivial.
Hence, by Lemma 5.1.3, g is not nulhomotopic.
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Step 3. In this step, we shall prove a special case of FTA. We assume that |a,—1| + |an—2| + -+
la1| + |ao| < 1. Then we shall prove that the polynomial equation 2" + a,, 12" ' +--- +a1x +ag = 0
has a root lying in B2.

Assume the contrary. Then we can define k : B2 — R?\ {0} by
k(2)=2"4apn 12" '+ +arz+ap=0

Let h be the restriction of k to S!, i.e. k‘ . = h. In other words, h : S* — R?\ {0} extends to a
continuous map k : B2 — R?\ {0}. By Lemma 5.1.3, h is nulhomotopic.
We shall now define a homotopy F between h and g (as defined in step 2). Consider F': S' x I —
R2\ {0} defined by
F(z,t)=2"+1 (an,lz”_l 4+ taz+ CL[))
However, we are yet to show that F (z,t) # 0 for any z € S',t € I. For z € S', |z| = 1. Using triangle
inequality,

n—1 4+ o4 alz+a,0)} S t (‘anflz”—1| —+ |CL12‘ + |a0|)

=t(lan—1[+ -+ |a1r| + |ao|)
1= [t (an—12" "+ +arz+a)| = 1=t (lan—1|+ -+ |a1] + |ao])
21— (lan—1[+ -+ |ar| + |ao]) > 0

‘t (an,lz

2" =F (2,t) =t (an—12"' + -+ a1z +ag)
|2 = |F (2,t) — ¢ (an_lz”_l + -+ a1z + ag)
<|F (z,0)]+ |t (an—12""" + -+ + a1z + ag) |
IF (2,8)] > |2"] = [t (an—12""" 4+ + a1z + a)|
=1- ‘t(an_lznfl—i—---—i—alz—i—ao)‘ >0
So F (z,t) # 0, F is a map from S x I to R?\ {0}. So F is indeed a homotopy between h and g,
i.e. h ~ g. We've seen that h is nulhomotopic. By the equivalence of ~, ¢ is nulhomotopic. But we

proved in step 2 that g is not nulhomotopic. Contradiction! So the polynomial equation must have a
root in B2.

Step 4. In this step we shall prove the general result.
Consider the polynomial equation 2" + a,_12" ' +--- + a1z + ag = 0. We choose ¢ € R with ¢ > 0,
and substitute z = cy.
()™ + an—1 (cy)" "+ + a1 (cy) +ag =0
= Y+ a1y - Fcary +ag =0

a
— Dbyt L
C C

ag
y'+'gg =0
If this equation can be shown to admit a root yg, then the original equation is easily seen to have a
root xg = cyg. Now we choose large enough ¢ such that

an—2
C2

an—l‘
C

o |2

cn— 1

Then using step 3, y™ + 2= 13/” Ly 4 c" Lry+ 2 % — () has a root yg € B?. Therefore, 2" +a, 12" '+
+a1x+ag—0hasaroot To = cyp. [ |
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§6.1 Simplices

Definition 6.1.1 (Geometric independence). Given a set {ag,a;,as,...,a,} of points of RV, d.e.
each a; is an N-tuple, this set is said to be geometrically independent if for any scalars ¢; € R,

the equations
n

Zti =0 and itiai =0

=0 =0
imply that tgc =t =--- =1¢, =0.

It is immediate that a one-point set {ag} is always geometrically independent.

Lemma 6.1.1
{ap,a1,a9,...,a,} is geometrically independent if and only if the vectors
a; —ag,ag —ay,...,a, —ag are linearly independent.
Proof. (=) Suppose {ag,ai,ag,...,a,} is geometrically independent. Consider ¢; € R for i =

1,2,...,n such that

Zti (ai — ao) = 0
=1

n
Take ty € R such that > ¢; = 0. Now we have
i=0

n n n n
Ztiai = Ztiai + tpag = Z t; (ai — a()) + Ztia() + toag
=0 =1 =1

=1
n n
= Zti (ai —a()) —l—aoZti =0
i=1 =0

n
Since {ag, a1, ag, ..., ay} is geometrically independent, » ¢; = 0 and Z?:o t;a; together gives us t; = 0
i=0
for every i = 0,1, 2,...,n. Therefore, the vectors a; —ag,as —ag,...,a, —ag are linearly independent.
(<) Conversely, suppose the vectors a; —ag, as — ay, . . ., a, — ag are linearly independent. Consider

ti € R fori=0,1,2,...,n such that

Zn:ti =0 and Zn:tiai =0
=0 =0

Using these, we get

n

n n n n
0= Ztiaz- = Zti (al- — ao) + aOZti = Zti (ai — ao) — Zti (al- — ao) =0
=0 =1 =0 i=1

i=1
Since a; —ag,as —ay, ..., a, —ag are linearly independent, all the ¢;’s must be 0, fori =1,2,...,n. As
n
t; =0, to is also 0. Therefore, to =t =--- =t, = 0, and thus {ag,a,as,...,a,} is geometrically
i=0
independent. |
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Definition 6.1.2 (Simplex). Let {ag,aj,...,a,} be a geometrically independent set in RY. We
define the n-simplex o spanned by ag, ai,...,a, to be the set of all points x of RY such that

n n
x:Ztiai where Ztizland t; >0 Vi
i=0 i=0

The numbers t; are uniquely determined by x; they arre called the barycentric coordinates of
the point x of ¢ with respect to ag,ay,...,a,.

Example 6.1.1 (Simplices in low dimensions)

A O-simplex is a point. The 1-simplex spanned by ag and a; consists of all points x of the form
x =tag+ (1 —t)a; where ¢ € [0,1]

This is just the line segment joining ag and a;.

The 2-simplex spanned by ag, aj, az equals the triangle (geometric independece guarantees non-
collinearity of the points) having these three points as vertices. This can be seen in the following
way:

2
41 12 31 t2
X = E t;a; = tpag + (1 = to) ( a; + a2> = tpag + (1 —to) <a1 + aQ)
e 1—1g 1—+1g A A

where A = 1 — tg. Note that, to + 1 + t2 = 1 gives us % + %2 = % = 1. So p is a point on the

line joining a; and a; given by

t t t t t;
p= —1a1 + —2a2 because — + 2 —1and =

>
A A A A )\_O

Any point lying on the line segment joining ag and p is given by

¢ ¢
toap + (1 — to) p = toap + (1 — to) (;al + ;aQ)

Therefore, x represents a point in the triangular region formed by joining the points ag, a, as.
See the figure below:

ap

a2

a1

Definition 6.1.3. A subset A C R" is said to be convex if for each pair x,y of points of A, the
line segment joining them lies in A.

Definition 6.1.4. The points ag,ay, ..., a, that span a are called the vertices of ¢; the number
n is called the dimension of 0. Any simplex spanned by a subset of {ag,ai,...,a,} is called
a face of 0. In particular, the face spanned by {ai,...,a,} is called the face opposite to ay.
The faces of o different from o itself are called the proper faces of o; their union is called the
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boundary of o and denoted Bd 0. The interior of o is defined by the equation Intc = o\ Bd o.
The set Int o is sometimes called an open simplex.

Let us list some basic properties of simplices. Throughout, let P be the n-plane determined by the
points of the geometrically independent set {ag,a,...,a,}; and let o be the n-simplex spanned by
these points. If x € o, let {t; (x)} be the barycentric coordinates of x; they are determined uniquely

by the conditions
n n
x:Ztiai and Zti =1
i=0 i=0

Then the following properties hold:
1. The barycentric coordinates ¢; (x) with respect to ag, ai, ..., a, are continuous functions of x.

2. o0 equals the union of all line segments joining ag to points of the simplex s spanned by ay, ..., a,.
Two such line segments intersect only in the point ag.

3. o is a compact, convex set in R, which equals the intersection of all convex sets in RY containing
ap, a1, ...,an.

4. Given a simplex o, there is one and only one geometrically independent set of points spanning
.

5. Int o is convex and is open in the plane P; its closure is ¢. Furthermore, Int ¢ equals the union
of all open line segments joining ag to points of Int s, where s is the face of o opposite to ay.

6. There is a homeomorphism of o with the unit ball B™ that carries Bd o onto the unit sphere
Sl

§6.2 Simplicial Complexes

Definition 6.2.1. A simplicial complex K in RY is a collection of simplices in RY such that:
i. Every face of a simplex of K is in K.

ii. The intersection of any two simplices of K is a face of each of them.

ANERCSR

NOT

Simplicial Simplicial . . Simplicial
Simplicial
Complex Complex Complex
Complex
Lemma 6.2.1

A collection K of simplices is a simplicial complex if and only if the following hold:
i. Every face of a simplex of K is in K.

ii. Every pair of distinct simplices of K have disjoint interiors.
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Definition 6.2.2. If L is a subcollection of K that contains all faces of its elements, then L is a
simplicial complex in its own right; it is called a subcomplex of K. One subcomplex of K is the
collection of all simplices of K of dimension at most p; it is called the p-skeleton of K and is
denoted K ®). The points of the collection K©) are called the vertices of K.

Definition 6.2.3. Let |K| be the subset of R that is the union of the simplices of K. Giving each
simplex its natural topology as a subspace of RV, we then topologize | K| by declaring a subset A
of |K| to be closed in |K]| if and only if AN o is closed in o, for each o in K. The space |K]| is
called the underlying space of K, or the polytope of K.

In general, the topology of |K| is finer (more open sets) than the topology |K| inherits as a subspace
of RN, If A is closed in the subspace topology, then according to the definition of subspace topology,
A = Bn|K]| for some closed set B in RY. Since B is closed in R, BNo is closed in ¢ in the subspace
topology ¢ inherits from RY.

Therefore, for each ¢ in K, BN o is closed in 0. o is a subset of |K|, so |K|No =o.

.Bno=BN(|K|No)=(BN|K|)Ne=ANc

As a result, ANo is closed in o for every o in K. Hence, by the definition of topology on |K|, A is
closed in |K].

For each closed set A in the subspace topology on |K|, A is also closed in |K| with respect to the
topology defined earlier. So, the subspace topology is contained in the topology of |K|.

The two topologies on |K| are, in general, different as we will see using some examples. In fact, if
K is finite, then they are the same. We will prove the containment in the other direction for the case
of K being finite.

Suppose K is finite and A is closed in |K|. Then ANo; is closed in o; for each i € {1,2,...,n} with

n

K| = U o
i=1

Now, AN a; is closed in o; for every i, and o; is closed in RY. Hence, by Lemma 0.2.2 (the lemma
is true if you replace “open” by “closed”), each A N o; is closed in RY.

AQK:LTLJJZ — A:LTLJ(AQO'Z)

i=1 i=1

Finite union of closed sets is closed. Since each A N o; is closed in RV, A is also closed in RY. As
A C|K|, A= An|K]|. Therefore, A is closed in |K| in the subspace topology inherited by |K| from
RV,

Example 6.2.1
Let K be the collection of all 1-simplices in R of the form [m,m + 1], where m € Z \ {0}; along

%H’ %] where n € N.
We claim that the set X = {1 : n € N} is closed in |[K|. X N [m,m +1] is {1} when m = 1,
and @ when m # 1. Empty set is obviously closed. R is hausdorff, so is its subspace [1,2].

Singleton sets are closed in hausdorff space (Proposition 0.4.1). So {1} is closed in [1, 2].

If we take a simplex of the form {n%_l, H , then X N {n%_l, %] = {%—H’ %} [%—H’ %] is hausdorff

with all the 1-simplices of the form [

n+1 n+l’n
1 11 : 11
{m, ﬁ} is closed in |:TL7+17 ﬁi| .
For each simplex o, X No is closed in 0. Therefore, X is closed in |K]|.

But X has an accumulation point 0. But 0 ¢ X, so X is not closed in R. Therefore, X is
not closed in the subspace topology of |K|. Hence, the topology of |K]| is strictly finer than the

as a subspace of R, so both { L } and {%} are closed in [ L 1] Therefore, their union
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subspace topology.

Example 6.2.2

Let K be the collection of simplices o1, 09,..., where o; is the 1-simplex in R? having vertices
(0,0) and (1,1). Then K is a simplicial complex.

We take X = |K| N {($,1:2) x> O}. The 1-simplex o; is given by y = %:L‘ for z € [0,1].
Its intersection with the open parabolic arc {(1:,1:2) x> 0} is the singleton (%, Z%) So X =
{(4,3) : ieN}.

X N o; is singleton for every i. o; is a subspace of Hausdorff space R?, so singleton sets are
closed. Therefore, X No; is closed in o; for every . Hence, X is closed in the topology on |K]|.

X has an accumulation point (0,0). But (0,0) € X, so X is not closed in R2. Therefore, X is
not closed in the subspace topology of |K|. Hence, the topology of |K]| is strictly finer than the
subspace topology.

§6.3 Abstract Simplicial Complex

Definition 6.3.1 (Abstract Simplicial Complex). An abstract simplicial complex is a collection
S of finite nonempty sets, such that if A is an element of S, so is every nonempty subset of A.

Definition 6.3.2. Suppose S is an abstract simplicial complex. The element A of S is called a
simplex of §; its dimension is one less than the number of its elements. Each nonempty subset
of A is called a face of A.

The dimension of S is the largest dimension of one of its simplices, or is infinite if there is no
such largest dimension. The vertex set V' of S is the union of the one-point elements of S. An
element v € V is called a vertex and it will be considered the same as the O-simplex {v} € S. A
subcollection of S that is itself a complex is called a subcomplex of S.

Definition 6.3.3 (Isomorphism). Two abstract complexes S and 7 are said to be isomorphic if
there is a bijective correspondence f mapping the vertex set of S to the vertex set of 7 such that

{ag,a1,...,ap} €S <= {f(ao),f(a1),....f(an)} €T

Example 6.3.1

Consider the following collection of finite nonempty sets

S = {{ao, a1, a2}, {ao, a1}, {a1, a2}, {ao, a2}, {az, as} ,{ao}, {a1},{az}, {as}, {as} }

Then S is an abstract simplicial complex. It can be visualized as
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ay

ag a2

a4 as

V = {ap,a1,az2,a3,a4} and V & S. In general, the vertex set is not a simplex. The nonempty
set {ap, a1, as} is a simplex of dimension 3 —1 = 2. The dimension of S is also 2. Here {ag, a1, as}
is a subcomplex of S.

Definition 6.3.4 (Vertex Scheme). If K is a geometric simplicial complex, let V' be the vertex set of
K. Let K be the collection of all subsets {ag, a1, ...,a,} of K such that the vertices ag, a1, ...,an
span a simplex of K. The collection I is called the vertex scheme of K.

The collection K is an example of an abstract simplicial complex.

Remark. Whenever we refer to a simplicial complex, we mean a geometric simplicial complex, which
is a collection of simplices in R™Y. We can take the vertex set V of the geometric simplicial complex,
and we can construct an abstract simplicial complex K out of it, which we call the vertex scheme.

Theorem 6.3.1

Every abstract simplicial complex S is isomorphic to the vertex scheme of some geometric sim-
plicial complex.

Lemma 6.3.2
Let K and L be simplicial complexes, and let f : K(© — L be a map. Suppose that whenever
the vertices vo,vi,...,v, of K span a simplex of K, the points f(vq),f(v1),...,f(vy,) are

vertices of a simplex of L. Then f can be extended to a continuous map g : |K| — |L| such that

X = Ztivi — g(X) = thf (Vz)
=0

=0

We call g the simplicial map induced by the vertex map f.

Lemma 6.3.3
Let K and L be simplicial complexed. Suppose f : K(© — L) is a bijective correspondence such
that the vertices vo,v1,..., v, of K span a simplex of K if and only if f (vo), f(vi),...,f (Vn)

span a simplex of L. Then the induced simplicial map ¢ : |K| — |L| is a homeomorphism.

Definition 6.3.5 (Geometric Realization). It is guaranteed by Theorem 6.3.1 that every abstract
simplicial complex § is isomorphic to the vertex scheme of some simplicial complex K. We call
K a geometric realization of S.

Let’s see an example that illustrates these concepts. Suppose we wish to identify a simplicial complex
K whose underlying space |K| is homeomorphic to the cylinder S! x I. Let us draw the simplicial
complex K consisting of six 2-simplices, twelve 1-simplices and six 0-simplices.
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a

K L

The abstract simplicial complex S has the vertex set V = {a,b,c,d, e, f} while

S = {{a,f,d},{a,b,d},{b,cjd},{c,d,e},{a,c,e},{a,e,f},
{a,f} . {f.d} {a,d} ,{a,b} ,{b,d},{b,c},
{c,d} {d e}, {c,e} {a,c} {a, e} {e, [},
{a} . {b} {ch {d} {e} {f}}

Of course this abstract simplicial complex S is isomorphic to the vertex scheme of the simplicial
complex K pictured above.

Let f: L(O — K©) be the map that assigns each vertex of L to the correspondingly labeled vertex
of K. It is immediate that f is surjective. Then f extends to a simplicial map ¢ : |[L| — |K|. This
map is continuous surjective. Since |L|,|K| are compact hausdorff, the map ¢ is a quotient map
(Proposition 0.10.6). This quotient map g is also called “pasting map”. It identifies the right edge of
|L| linearly with the left edge of |L].

§6.4 Abelian Group Essentials

Here we shall write abelian groups additively. Then 0 denotes the neutral element, and —g denotes
the inverse of g. If n is a positive integer, then ng denotes the n-fold sum g + --- + g, and (—n)g
denotes n(—g).

Definition 6.4.1 (Free Abelian Group). An abelian group G is free if it has a basis — that is, if
there is a family {ga},c; of elements of G such that each g € G can be written uniquely as a
finite sum

g= Z Naga , (there are finitely many summands here)
(0%

Uniqueness implies that each element g, has infinite order; i.e. g, generates an infinite cyclic subgroup
of GG. Suppose the contrary, i.e. 3n € N such that g, has order n. This means ng, = 0. But then

9o = 19a andgazo+ga:n9a+ga:(n+1)ga

Since n € N, n + 1 # 1, so the representation of g, is not unique. Contradiction! Hence, there is no
n € N for which g, is annihilated, meaning that g, has infinite order.

More generally, if each g € G can be written as the finite sum ), nqga, but not necessarily uniquely,
then we say that the family {g.},c; generates G. In particular, if {ga},c; is finite, we say that G
is finitely generated.

If G is free and has a basis consisting of n elements, say g1, go, ..., gn, then every other basis for G
consists of precisely n elements.

Now 2G = {2¢g : g € G} is easily seen to be a subgroup of G. An arbitrary element 2g € 2G can
be expressed uniquely as

n
2g:22migi , withm; € Z
i=1
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Now, the group G/2G consists of cosets, the elements of which are of the form

n
Z (2m; +¢€;)g;, withm; € Z and ¢; € {0,1}

=1

If all the €;’s are 0, then the element belongs to the subgroup 2G. In other words, when all the ¢;’s are
0, one gets the representative of the coset 0 + 2G. Since ¢; can be either 0 or 1, and i € {1,2,...,n},
there are 2" distinct cosets. Hence |G/2G| = 2™.

Choosing a different basis, with m elements ¢/, g5, ..., g.,, we get that |G/2G| = 2™. Therefore,
2" =2M so m = n.

Definition 6.4.2 (Rank). The number of elements in a basis for G is called the rank of G.
There is a specific way of constructing free abelian groups. Given a set .S, we define the free abelian
group G generated by S to be the set of all functions ¢ : S — Z such that

¢ () =0 for all but finitely many values of x € S

The addition of two such functions ¢ and v is defined as

(@+v)(z) = (2) + ¢ (x)
Given z € 5, the characteristic function ¢, for x is defined as

0 ify#x

%(y)—{l ity -2

The functions {¢, : = € S} form a basis for G. Because, each ¢ € G can be written as
o= Z Ngdr , where n, = ¢ ()
z€S ,p(x)#0
Since ¢ () # 0 for only finitely many z, the sum is a finite sum.
Definition 6.4.3 (Torsion Subgroup). If G is an abelian group, an element g € G has finite order

if ng = 0 for some n € N. The set of all elements of finite order in G is a subgroup T of G, called
the torsion subgroup. If T vanishes, we say G is torsion-free.

We’ve seen earlier that in a free abelian group, no nonzero element has finite order. In other words, a
free abelian group is necessarily torsion-free. But the converse is not true in general.

Definition 6.4.4 (Direct Sum). Suppose G is an abelian group and suppose {G4} ¢ s is a collection
of subgroups of G. Suppose each g € G can be written uniquely as a finite sum g = ) g,, where
Jda € G, for every a € J. Then G is called the direct sum of the groups G,. It is written as

G=G.
acd

If the collection {G,} is finite, say {Go} = {G1,Ga,..., Gy}, we write the direct sums as

G=G10G2®--- DGy

More generally, if each g € G can be written as a finite sum g = > go, where g, € G, for every a € J.
But the finite sum expression is not necessarily unique. Then G is called the sum of the groups G,,.

It is written as
G=Ya.
acJ
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If the collection {G,} is finite, say {Go} = {G1, Ga,..., Gy}, we write the direct sums as
G=G1+Ga+ - +Gp
If G =) ,c;Ga, then this sum will be direct if and only if for every fixed index ag € J,

Gap N[ Y. Ga| =10}

aeJ,aFag

If G is free, then it has a basis, say {ga},c;- Then all these basis elements are of infinite order. The
subgroup G, that g, generates is infinite cyclic, and G is the direct sum of these subgroups {G,}
Conversely, if G is a direct sum of infinite cyclic groups, then G is a free abelian group.

acJ:

Theorem 6.4.1 (Fundamental Theorem of Finitely Generated Abelian Groups)
Let G be a finitely generated abelian group. Let T be its torsion subgroup.
(a) There is a free abelian subgroup H of G having finite rank 5 such that G = H & T.
(b) There are finite cyclic groups 11,75, ..., T, where T; has order t; > 1, such that t;|t;11, i.e.
ti+1 is divisible by ¢; for each ¢ € {1,2,...,k — 1} and

T=Ti0T0 - &I

(¢) The numbers § and t1,ta,...,t; are uniquely determined by G.

The number 3 is called the Betti number of G; the numbers ¢1, ¢, ..., t; are called the torsion
coefficients of G.

The group Z/mZ is often written as Z,,. It’s a well-known result from group theory that if m and n
are coprime positive integers, then
Zm S Zn = Zmn

Using this, one can refine the statement of Fundamental Theorem of Finitely Generated Abelian
Groups. H is a free abelian group having rank £, so

H=272¢0Z®---®Z
which is the S-fold direct sum of Z. Also, each T; is finite cyclic group of order t;. So T; = Z,.
T=T1oT&  &Tp XLy Ly, ® Ly,
Each t¢; can be prime power factorized, thus we get
T=Zay ®ZLay D -+ La,
where each a; is power of some prime. Combining the results,

G=HoT=(ZodZ®  -DL)D (Lay ®Zay ® -+ ZLa,)

These a;’s are called invariant factors of G.
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§7.1 Notion of Orientation

Definition 7.1.1. Let o be a simplex. Define two orderings of its vertex set to be equivalent if
they differ from one another by an even permutation. If dimo > 0, the orderings of the vertices
can be classified in two ways; in other words, there are two equivalence classes. Each of these
classes is called an orientation of o. (If o is a 0-simplex, then there is only one class and hence
only one orientation of ¢.) An oriented simplex is a simplex o together with an orientation of

g.

If the points vg,v1, ..., v, are geometrically independent, we shall use the symbol vgvy ... v, (without
comma) to denote the simplex they span; and we use the symbol

[’Uo,’l}l, ce ey Up]

to denote the oriented simplex consisting of the simplex vgvy . .. v, with the given ordering (vo, v1, ..., vp)

Example 7.1.1

We attach an arrow to a given 1-simplex to prescribe an orientation. The oriented 1-simplex
[vo, v1] is pictured with the arrow directed from vy to vy.

Vo U1

An orientation of a 2-simplex is depicted by a circular arrow. The oriented 2-simplex [vg, v1, V2]
is pictured as

Vo U1

The 2-simplex vgvive can be given a clockwise orientation to obtain the oriented 2-simplex

[Uo,vg,’ul].

Vo U1

[vo, v2,v1], [v1,v0,v2] and [va,v1,vo] all represent the same oriented 2-simplex; because they
differ from each other by an even permutation.

Example 7.1.2

The oriented 3-simplex [vg, v1,v2,v3] is drawn by attching a spiral arrow to the simplex vovivovs.
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U3

v
Vo 2

U1

The orientation thus prescribed obeys the “right hand screw” rule. If one curls their right hand
fingers in the direction from vy to v1 to ve, then the thumb will be pointed towards the direction
of vs.

It can also be verified that the oriented 3-simplex [vg, v2, v3, v1] obeys the right hand screw rule.
Indeed, if one curls their right hand fingers in the direction from vy to va to vs, then the thumb
will be pointed towards the direction of v.

The ordering of the vertex set of the oriented 3-simplex [vg,v1,ve,vs] differs from that of
[vo, v2, v3,v1] by an even permutation. Indeed, by permuting the vertices of [vg, ve,vs,v1] twice
(vg <> v followed by v3 <+ v1) one arrives at [vg, v1, va, v3].

Consider the 3-simplex [vg, va, v1, v3] which differs from [vg, v, v2,v3] by a single permutation,
i.e. an odd permutation. Hence, [vg,v2,v1,v3] is oppositely oriented. It is represeted with a
downwards spiral arrow:

U3

(Y
Vo %

U1

Definition 7.1.2 (p-chain). Let K be a simplicial complex. A p-chain on K is a function ¢ from
the set of oriented p-simplices of K to the integers, such that:

1. ¢(0) = —c(0’), if o and o’ are opposite orientations of the same simplex.

2. ¢(0) =0 for all but finitely many oriented p-simplices o.

We add two p-chains ¢ and ¢ pointwise
(c+ ) (0):==c(0)+ (6) , where o is an oriented p-simplex of K

With this addition operation between p-chains, the set of all p-chains on the simpicial complex K,
becomes a group. We call this the group of oriented p-chains of K, and denote it by C) (K).

If p<0orp>dimkK, we let Cp (K) denote the trivial group, the group consisting of the identity
element only.

Definition 7.1.3 (Elementary chain). If o is a oriented simplex, then the elementary chain c
corresponding to o is the function defined as:

1. ¢c(o) =1.

2. ¢(0') = —1; where ¢’ is the same simplex as o, but with opposite orientation.
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I 3. ¢(7) = 0 for every other oriented simplex 7.

Abuse of Notation. We often use the symbol ¢ to denote not only a simplex, or an oriented
simplex, but also to denote the elementary p-chain ¢ corresponding to the oriented simplex o. With

this convention, if o and o are opposite orientations of the same simplex, then we can write o/ = —¢
instead of writing ¢ (o) = —c(o”).
Lemma 7.1.1

C), (K) is free abelian; a basis for C, (K) can be obtained by orienting each p-simplex and using
the corresponding elementary chains as a basis.

Proof. The proof is straightforward. First, orient the p simplices of K arbitrarily. Then each p-chain
on K can be written as a finite linear combination

Cc = E n;o;

of the corresponding elementary chains ;. The chain ¢ takes the integer value n; on the oriented
p-simplex oy, the value —n; on the same p-simplex as o; but with opposite orientation, and 0 on all
oriented p-simplices not appearing in the summation. |

Note that, the free abelian group Cy (K) has a natural basis, since a 0-simplex has only one orientation.
But C)p (K) has no “natural” basis if p > 0. Because one must orient the p-simplices arbitrarily in
order to obtain a basis.

Corollary 7.1.2

Any function f from the oriented p-simplices of K to an abelian group G extends uniquely to a
homomorphism C), (K) — G provided that f (—o) = —f (o) for all oriented p-simplices o.

Corollary 7.1.2 is a consequence of Lemma 7.1.1 and the universal property of free abelian groups,
which states that:

Theorem 7.1.3 (Universal Property of Free Abelian Groups)

If S is a set and Z(9) is the free abelian group on S, and given an abelian group G, f: S — G is
a mapping; then there exists a unique group homomorphism g : Z%) — G with got=f.1In
other words, the following diagram commutes:

SL
Ll/!g

7,.5)

G

In Theorem 7.1.3, Z(5) refers to the group of all functions ¢ : S — Z such that ¢ (s) = 0 for all but
finitely many s € S, and ¢ is the map that maps z € S to ¢, € Z(9.

In the present context, S is the set of all oriented p-simplices of K and Z(%) is the free abelian group
Cp (K). Given ¢ =) n;o; € Cp (K), define g : Cp (K) — G by

g (Z niUz‘> => nif (o)

Here n; € Z for each ¢, and f (0;) € G. This g is our desired unique homomorphism C), (K) — G, that
is an extension of f.
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§7.2 Homology Groups

Definition 7.2.1. We define a homomorphism
8p 8 Cp (K) — Cpfl (K)
called the boundary operator. If o = [vg,v1, ..., v,] is an oriented p-simplex (p > 0), we define

p

Opo = 0p [vo,v1,. .., U :Z(—l)i [V0, -+, Vi ., Up)
i=0

0; means that the vertex v; is removed from the given array. Since C), (K) is the trivial group for
p < 0, the operator 9, is the trivial group homomorphism for p < 0.

We need to check the well-definedness of 9, and 9, (—0) = —0, (¢). It suffices to check that in case of
exchange of two adjacent vertices of [vg,v1,...,vp], O, changes sign. In other words, we need to show
that

8p [1)0,...,1}j,1)j+1,...,?}p] = —8p [Uo,... 7’Uj+17Uja'--a'Up]
For i # j, j+1, the i-th terms in these two expressions differ precisely by a sign; the terms are identical

except that v; and v;41, have been interchanged. Now we need to consider the terms corresponding
to i = j and ¢ = j + 1 separately.

For the first case 0, [vo, ..., vj,Vj4+1,...,0p|, the i = j and i = j + 1 terms are:
(—1)j [U(), R ,’Uj_l,'l/};‘, Vjtly -y Up] + (—1)j+1 [?}0, .y V-1, V5, @;%’H, ey Up]
On the other hand, the i = j and ¢ = j + 1 terms for 0, [v, ..., v;, Vjt1,. .., vy are:
(—1)j [Uo, e ,Ujfl,v/j-;l, Vjyenny Up] + (—1)j+1 [Uo, e ,/Ujfl,/vj+]_,{}},vj+2, ey ’Up]

It’s straightforward to see that

— (—1)‘7 [1}0, <oy V1,0V, V541, - - - ,vp] = (—1)]+ [’UQ, sy U1, V541, V5, V42, - - - ,Up] and
- (—1)j [1)0, cee 7”]’—17@7 Vjyenny Up] = (—1)j+1 ['U(), ceey Vi—1, Uy, @,’l}j.,_g, ey ’Up]
So Op [vo, - -, V), Vj41,- .., Up] and Op [vo, ..., Vjq1,v5,...,Vp] have opposite signs.

Example 7.2.1

For an oriented 1-simplex [vg, v1],
O [vo, v1] = v1 — o

81 ————o = ° °

Uo U1 Uo U1
For an oriented 2-simplex [vg, v1, v2],

02 [vo, v1,v2] = [v1, V2] — [vo, V2] + [vo, V1]

(%)
(%
0o
U1
(%] Vo
Vo
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For an oriented 3-simplex [vg, v1, v2, v3],
03 [00,01702703] = [01,712,7)3] - [Uo,vz,vza] + [0077)177)3] - [anvl,vﬂ
V3 v3
0 3 -
U2
0 U2 Vo
U1 vl

If we apply the 0; operator on 0 [vg, v1, v2], we get

01 02 [vo, v1,v2] = 01 [v1,v2] — O1 [vo, v2] + O1 [vo, v1]
= (vg —v1) — (v2 —vp) + (v —v9) =0
If we apply the 0y operator on 95 [vg, v1, vav3], we get
02 03 [v0, v1, V2, V3] = 02 [V1, V2, V3] — D2 [vo, V2, V3] + D2 [vo, V1, V3] — D2 [vo, V1, V2]
= [v2, v3] — [v1, V3] + [v1, V2] — [v2,v3] + [vo, V3] — [V, V2] + [v1, 3]
— [vo, v3] + [vo, v1] — [v1, va] + [vo, V2] — [0, V1]
=0

These computations illustrate a general fact.

Lemma 7.2.1
8p_1 o ap =0.
Proof. Let o = [vg, ..., vp).
P
817—1 8190 = Z (_1) ap—l [U07 ) Vi 77)17]
i=0
p . . . 1
=S DD LG T DY (YT G T

i=0 j<i j>i

D G K O A IO >R O IS N N G D L G Dt AU R IO
i=0 j<i i=0 j>i
>

.(-1)”]’[...,@,...,@,...]—ZZ(—WH[...,a,...,@-,...]

=0 j>1

S
Il
o
<.
A
S

Now let’s fix two positive integers ig and jo with jo < 9. Now, the term corresponding to i =ig < p
and j = jo < i¢ in the first summand is:

(—1)ot [ T

The term corresponding to ¢ = jo < p and j = 19 > jo in the second summand is:

(—1)%to [ 0jgse s Digy- -]
These two terms cancel each other. This way, all the terms get canceled. So 8,-1 9,0 = 0. |
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Definition 7.2.2. The kernel of the homomorphism 9, : Cp (K) — Cp_1 (K) is a subgroup of
Cp (K). It is called the group of p-cycles and is denoted by Z, (K).

The image of the homomorphism 0,41 : Cpi1 (K) — Cp (K) is a subgroup of Cp (K). It is
called the group of p-cycles and is denoted by B, (K).

By Lemma 7.2.1, 9,009,141 = 0. As a result, the image of the boundary operator J,41 is contained in the
kernel of the boundary operator J,. In other words, each boundary of a (p+ 1)-chain is automatically
a p-cycle. So B, (K) C Z,(K). Z,(K) is a abelian group, so all its subgroups are normal. Thus
B, (K) is a normal subgroup of Z, (K), and so the quotient group Z, (K) /B, (K) is defined.

Definition 7.2.3 (Homology Group). The p-th homology group H), (K) of K is defined as

Hy, (K) = 7, (K) /By (K)

§7.3 Homology Group Computation

Let’s now do a few computation of homology groups.

Example 7.3.1. Consider the following 1-dimensional simplicial complex K. The underlying space
| K| of this complex K is the boundary of a square with edges e, e2, e3, e4.

U3 €3 V2
K
€4 es
Vo 1 U1

The group C (K) is free abelian of rank 4. It is generated by {e1,e2,e3,e4}. To put it more con-
cretely, it is generated by the elementary 1-chains corresponding to the oriented 1-simplices eq, e, €3, 4.
A generic element of Cy (K) is a Z-linear combination of ey, es, €3, 4. So, if ¢ is a general 1-chain,

4
c= Zniei = njey + ngeg +ngez +ngeq; Ny €Z
i=1
O1c=n1 (v1 —vo) +n2 (v2 — v1) + n3 (v3 — v2) + 14 (vo — v3)

= (ng —n1)vo + (n1 — n2) vy + (ng — n3) va + (ng — nyg) v3

Therefore, ¢ is a 1-cycle, i.e. 01c = 0 if and only if ny = no = ng = nyg. Hence, a generic 1-cycle can
be written as
c=mny(e; +ex+es+eq) withng €7

Therefore, Z; (K) is infinite cyclic and generated by the 1-chain e; + e2 + e3 + e4. So Z1 (K) = Z.
Since there are no 2-simplex in K, Cy (K) is, by definition, trivial. And hence 02 is the trivial
homomorphism. As a result, By (K) is trivial. Therefore,

Hy (K) = 71 (K) /By (K) = Z1 (K) = 7,

Example 7.3.2. Now consider the following complex L.
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V3 €3 V2
L
()
€4 €5 €2
(@)
Vo e V1

The underlying space |L| is a square. So, if ¢ is a general 1 chain,

W~

c= Z n;e; = nie] + noes + ngez + ngeq +nses ;. n; € Z
i=1
d1c =mnq (v1 —vg) + ng (va — v1) + n3 (v3 — v2) + ny (Vg — v3) + ns5 (V2 — vg)

= (N4 —n1 —ns)vo + (N1 —n2) v1 + (N2 — N3 + ns) v2 + (N3 — ng) v3
Hence, ¢ is a 1-cycle if the values of dic¢ on the vertices are all 0. In other words,
ng—my—ns=0,n—n2=0,no—n3+n5=0, ng—ng =20

These equations give us n1 = ng; ng = ng; ns = n3 — no. Here we have 2 degrees of freedom. Because
we can assign the values of no and ng arbitrarily to obtain the values of ny,n4 and ns. Thus a generic
1-cycle ¢ can be written as

¢ = nge1 + noeg + nges + ngeq + (n3 —n2)es = no (e1 + ez —e5) +ng (e + e4 + e5)

So Z; (L) is free abelian with rank 2. A basis for Z; (L) consists of the 1-chains e; + ea — e5 and
e3 + eq + es. Hence, Zy (L) = 72
On the other hand,
Oqo1 =e1 +eg—e5 and Oyog = e3 +e4 + €5

So, a generic 1-boundary can be written as a Z-linear combination of e; 4+ es — e5 and e3 + e4 + e5.
Hence, By (L) = Z2.
H(L)= 7, (L) /By (L) = 7*/7*> — H;(L)=0

Since there are no 3-simplex in L, C3 (L) is, by definition, trivial. And hence 05 is the trivial homo-
morphism. As a result, By (L) is trivial. Now, if ¢y is a generic 2-chain,

co = myio1 +mooy = Oaca =my (e1 + ex —e5) + ma(e3 + eq+ €e5)
If ¢9 is a 2-cycle, we must have mj = mg = 0. Hence Zs (L) is trivial. Therefore,
Hy (L) = Z5(L) /B2 (L) =0
At this stage, we need some terminologies.

Definition 7.3.1. We shall say that a chain ¢ is carried by a subsimplex L of K, if ¢ has
value 0 on every simplex that is not in L. And we say two p-chains ¢ and ¢’ are homologous if
¢ — ¢ = O0pt1d for some (p + 1)-chain d. In particular, if ¢ = 9p41d, we say that ¢ is homologous
to 0, or simply ¢ bounds.

Example 7.3.3. Consider the following complex M whose underlying space is a square.
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€7

e v

Vo
€5 v1

U3 V2

Instead of computing the group of 1-cycles, we reason as follows: Given a 1-chain ¢, let a be its
value on e;. Then we claim that the chain

c1 =c+ 0y (aoy)
has value 0 on e1. To prove it, we write ¢ as

c=aey +an‘€z’ , withn; € Z
i#1

Since 05 (01) = e5 + e3 — e1, we get

c1 = aey + Zniei +a(es +ex—e1) = Zn;ei
i£1 i£1
So, the value of ¢; on e is indeed 0.

This can be interpreted as follows: after modifying the 1-chain ¢ by a boundary, one “pushes it off
e1”. Our next goal is to “push c; off ex”. Let b be the value of ¢; on e3. So we have

c1 = bey + Zniei , withn; € Z
i£2
We take the chain cg = ¢1 + 02 (bog), and we claim that its value on eg is 0. Using 02 (02) = e+ €3 —e2,
we get
c2 = bea + Zniei +b(eg +e3—e2) = anei
i£2 i£2
So, the value of ¢y on ey is indeed 0. In other words, by modifying ¢; by a boundary, we “pushed c;
off 62”.
Now our goal is to “push ¢y off e3”. Let d be the value of ¢ on es. So we have

co = deg + Zniei , withn; € Z
i#3
We take the chain c3 = ¢+ 02 (dos), and we claim that its value on eg is 0. Using 05 (03) = er+eq—es3,
we get
c3 = des + Zniei +d(er+e4—e3) = Zn;ei
i#3 i#3
So, the value of ¢3 on es is indeed 0. In other words, by modifying ¢; by a boundary, we “pushed co
off e3”.

c3 = ca+ 0z (dos) = c1 + 02 (boa) + 02 (dog) = ¢+ 02 (ao1) + 02 (bog) + 02 (do3)
= c+ 0y (ao1 + bog + dos)

Therefore, given a 1-chain ¢, we can find a chain cs that is homologous to ¢, and carried by the
following subcomplex:
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v3 €7 V2
€4
€g v
€6
Vo es VU1

If ¢ happens to be a cycle, then c3 is also a cycle. Let c3 = ngeq + nses + ngeg + nrer + ngesg, with
each n; € Z.
Oac3 = Ny (’U — 1)3) “+ ns (1)1 — 'U()) + ng ('UQ — 1)1) + ny (1)3 — 1)2) + ng (’Uo — 1)3)
= nqv + (ng — ns) vo + (N5 — ng) v1 + (ng — n7) v2 + (N7 — ng — ny) v3
The only way 0dsc3 can be 0 is ng = 0 and n5 = ng = ny = ng. Thus, for the 1-chain c3 to be a cycle,

it must vanish on e4. In other words, every 1-cycle of M is homologous to a 1-cycle carried by the
boundary of the square.

0201 + Og09 + 0903 + D0y = (65 + eo — 61) + (66 +e3 — 62) + (67 +e4 — 63) + (68 +e — 64)
=e5+egt+er+es
= (3 = N5 (65 + e+ e7+ 68) = 0Oy (n501 + nso9 + n503 + TL5U4)
Therefore, the 1-cycle c3 is homologous to 0, i.e. c3 bounds. Since the given 1-cycle ¢ is homologous

to ¢3, ¢ also bounds. Hence, every 1-cycle of M bounds; so Hy (M) = 0.
A generic 2-chain on M is given by

¢ =mio1 + Mmooy + m3os + myoy ; with m; € Z

Ooc =mq (e5 + ez —e1) + ma (e + €3 — e2) + m3 (e7 + e — e3) +my (eg + €1 — €4)
= (myg4 —m1) e1 + (m1 —ma) ez + (Mg — m3) ez + (m3 —my) ey
+ mies + moeg + mzey + Mmyeg
Oac = 0 if and only if m; = me = mg = my = 0. This means that the group Zs (M) of 2-cycles on M
is trivial. Hence, Hy (M) = 0.

Note that, the underlying spaces for the complex L and M, dealt in Example 7.3.2 and Example 7.3.3,
respectively, are both square. Using the result of the respective examples, we find that the homology
groups of L and M are exactly the same. This validates the fact that the homology groups of a
complex depend only on the underlying space, which will be proved in Algebraic Topology II.

Example 7.3.4. In this example, we are going to compute the first homology groups of the following
complexes and interpret the results geometrically:

v3 €3 v2 U3 €3 V2
K
L
€s er
€4 v eq4
€2 €5 €2
€5 €6
vo €1 vy 0 e 01
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First let’s focus on H; (K). There are no 2-simplices in K. So Cy (K) = 0, and hence 0 is trivial.
Therefore,
Hl (K) = Ker@l/im82 = Keral
8

A general 1-chain of K is of the form ¢ = >_ n;e;, where n; € Z.
i=1

O1c =nq (v1 — vg) + na (v2 — v1) + n3 (v3 — v2) + ng (Vo — v3) + N5 (Vg — Vo) + ng (V4 — V1)
+ 17 (v4 — v2) 4 ng (v4 — v3)
=g (—n1 +n4 —ns) +v1 (1 — ng — ng) + v2 (ng — n3 — ny) + v3 (n3 — ng — ng)
+ vq (N5 + ng + ny + ng)
If ¢ is a 1-cycle, then d1¢c = 0, so we must have
—n1+mng—nN5=ny—Ng—Ng="Ng—N3g—Ny="n3—Ng—Ng="n5+ng+ny+ng=>0
So ns = ng — n1, ng = Ny — Ng, Ny = ng — ng and ng = n3g — ny.
ns + ng +ny +ng = (ng —n1) + (n1 —na) + (n2 —n3) + (n3 —ng) =0
Therefore,
¢ =nje1 + ngeg + nzes + ngeq + (ng —ny) es + (n1 — n2) eg + (n2 — n3) er + (ng — ny) es
=ny(e1 —es+ep) +n2(e2 —es+er) +n3(es —er+eg) +na(es +es — eg)

So, if ¢ € Ker 0y, it can be expressed as an integral linear combination of e; — e5 + eg, e — eg + €7,
es —e7 + eg and eq + e5 — eg. So Ker 0 is free abelian of rank 4. Hence,

Hy (K) = Ker 9y = 7*

Now we are going to compute Hj (L). As before, there are no 2-simplices in L. So Cs (L) = 0, and
hence 0y is trivial. Therefore,
Hy (L) =Kerd;/imdy = Ker 04

A general 1-chain of L is of the form ¢ = i n;e;, where n; € Z.
i=1
Orc=mn1 (v1 —vg) + n2 (v2 — v1) + n3 (v3 — v2) + ng (Vg — v3) + n5 (v2 — Vo)
=9 (—n1 +ng —ns) + v1 (N1 — n2) +va (ng — ng + ns) + v3 (ng — ny)
If ¢ is a 1-cycle, then d1¢ = 0, so we must have
—ni+mng—n5=ny—ng=mnz—n3g+ns=n3g—ng =0
So, n1 = ng, ng = nyg, and ns = —n; + ng = ng — ny. Therefore,
¢ =nye1 + nies + nges + nseq + (ng — ny) es
=n1(e1+ ez —e5) +n3(es+es+es)
So, if ¢ € Ker 01, it can be expressed as an integral linear combination of e; + ea — e5 and es + e4 + e5.
So Ker 0; is free abelian of rank 2. Hence,
H (L) = Ker 9 = 72

Now, how can we interpret these results geometrically? Notice that K has 4 “holes” A n-
dimensional hole can be mathematically defined as an n-cycle which is not a boundary of any
(n + 1)-dimensional object, in our case (n + 1)-chain. By this definition, e; +eg — e5 is a 1-dimensional
hole of K. Similarly, es + e7 — eg, e3 +eg — er and e4q + e5 — eg are also 1-dimensional holes of K. And
all of them generate H; (K). So, we can say that the Betti number of H; (K) correspond to the
number of 1-dimensional holes of K. In general, it is true that the Betti number of H), (K') denotes the
number of p-dimensional holes of K. It is not so hard to prove, and interested readers are encouraged
to prove it.

Similarly, for L, since Hy (L) = Z?, the Betti number of Hy (L) is 2. And L has exactly two 1-
dimensional holes: they are ez +e4+e5 and e; +e2 —e5. It is of no surprise that they are the generator
of Hy (L). So the Betti number of H; (L) is equal to the number of 1-dimensional holes.
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A Category Theory Basics

Lecture videos and lecture notes of Category Theory course.

§A.1 What is a Category?

Definition A.1.1 (Category). A category C consists of

e A collection Cy whose elements are called the objects of C. Elements of Cy are denoted by
uppercase letters X,Y, Z, ...

e A collection C; whose elements are called the morphisms or arrows of C. Elements of C; are
denoted by lowercase letters f, g, h,...

such that the following hold:

(i) Each morphism assigns two objects called source (or domain) and target (or codomain).
We denote them by s(f) and t(f), respectively for a given arrow f. If s(f) = X € Cp and
t(f) =Y €y for a given f € Cy, we write

FiXoY,o XLy

(ii) Each object X € Cy has a distinguished morphism idy : X — X.

(iii) For each pair of morphisms f, g € C; such that ¢(f) = s(g), there exist specified morphisms
g o f called composite morphisms such that

s(gof)=s(f) and t(gof)=t(g)
In other words, X i> y 4 7 implying go f : X — Z.
These structures need to satisfy the following axioms:
(a) (Unitality) For each morphism f: X — Y,
foidyx =idyof = f
Warning: idx of doesn’t make sense, so doesn’t f oidy.

(b) (Associativity) For X, Y, Z, W € Cy and f, g, h € C; satisfying
x Ly Sz hw

one must have

ho(gof)=(hog)of

The two morphisms that are set equal using associativity axiom can be understood more clearly using
the following diagrams:

x-Jtoy 9,7 h,ow x 1ty 9,7 . ow

\_/ \_/
gof hog
ho(gof) (hog)of
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Example A.1.1
We can take a collection of groups in Cy and the group homomorphisms between them in C;. In
other words, the objects are groups and the morphisms are group homomorphisms. This forms a
category.

Similarly, one can form a category of topological spaces too. In that case, the morphisms will
be continuous functions between the spaces.

§A.2 Functor and Functorial Properties

Definition A.2.1 (Functor). Let C = (Co,C1) and D = (Dy, D;) be two categories. A functor F
from C to D, denoted by F : C — D, is a map that has the following properties:

i. F maps objects of Cy to objects of Dy.

ii. F maps morphisms of C; to morphisms of Dy, such that for f € C; and X,Y € Cy

[ XY = F(f): F(X)—= F(Y)

iii. For every X € (o,
F(idx) = idF(x)

iv. For f,g € C; with t(f) = s(g) (in other words, ¢g o f makes sense), condition ii guarantees
that ¢ (F (f)) = s(F (g9)) (so F(g) o F (f) makes sense). Then we must have

Flgof)=F(g)oF(f)

The definition of functor can be visualized using the following diagram:

Category C

idy

()

X f

y 457

J}"

Category D

idr(x)

F(f) F(9)

S F(X) F(Y) F(Z) — -

Question. Why is Theorem 2.3.2 called functorial properties of induced homomorphism? Is it some-
how related to functors?

The answer is, yes. It is indeed related to functors. We shall use the same notations as Theorem 2.3.2
here.

Recall from Example A.1.1 that, we can make a category of topological spaces. Pointed topological
spaces are not an exception; we can make a category of pointed topological spaces with the spaces
(X, z0), (Y,y0) and (Z, zp). These three spaces are gonna be the objects of the category.

But what are the morphisms of this category? We’ve seen in the aforementioned example that the
morphisms are continuous functions. Here we already have two continuous maps,

hao + (X, 20) = (Y,yo) and ky, : (Y,90) = (Z, 20)

80



A Category Theory Basics 81

Also, composition of continuous maps is indeed continuous, so ky, © hy, : (X,z9) — (Z, 2p) is also a
morphism of this category.

The identity maps are also continuous, so we can take the identity maps iz, : (X, z0) — (X, o),
iy © (Y,y0) = (Y,yo) and iy, : (Z,20) — (Z,20) as morphisms. Thus this category of pointed

topological spaces is formed.

X[Eg Yy() ZZ()

We can also make a category of fundamental groups. For that, the fundamental groups m (X, z¢),
71 (Y, y0) and m1 (Z, zp) are gonna be the objects of the category. And the morphisms are groups homo-
morphisms between them. In this case, we can take the induced homomorphisms between fundamental
groups. Also, we take the identity homomorphisms to make it a category.

idr (x,20) idz) (v,y) dr) (z,2)

Q (hso), O (Kuo). O

m (X, z9) ——— m1 (Y, yo) 71 (Z, 20)

Now, if there is a functor F between these two categories, it must take each topological spaces to
the respective fundamental groups.

.F((X,l‘o)) =71 (va(]) ) '/_..( (Y7y0)) =T (Y7y0) ) f((Z,Zo)) =71 (Z,Z(])
To satisfy the second criterion of functor, as hy, : (X, z9) — (Y, yo), we must have

F(hao) : F((X,20)) = F((Y,90)) = F (hay) : m1 (X, 20) — 71 (Y, 50)
= F (hay) = (hay),

Similarly for other continuous functions, F maps them to their respective induced homomorphisms.
For F to satisfy the 3rd property of functor, we must have

f(id(XJO)) =id — f(ZJCO) = dﬂ.l(x z0) - (ixo)* = idﬂl(x’zo)

F((X.20))

So, for F to be a functor, (iy,), must be the identity homomorphism of 71 (X, zp). This is guaranteed
by Theorem 2.3.2.
Now, For F to satisfy the 4th property of functor, we must have

F (kyo 0 hay) = F (kyy) 0 F (hay) = (kyo © hay), = (kyo), © (hay),

which is, again, guaranteed by Theorem 2.3.2.
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Category of Pointed Topological Spaces

OOO

Xl'() Yyo ZZO

\_/

kyy 0 hay

JF

(

71 (X, zo) m1 (Y, y0) SN 1 (Z, 20)

Category of Groups

zﬂvo)* (iyo)* (iZO)*

(eo), O (kso)
\_/

(kv ), © (hap),

To summarize, Theorem 2.3.2 ensures that F is a functor between the category of pointed topological
spaces and the category groups. That’s why this theorem is called functorial properties of induced

homomorphism.

82



	Preface
	Contents
	Topology Review
	Euclidean Space Rn
	Topology
	Bases and Countability
	Hausdorff Space
	Continuity and Homeomorphism
	Quotient Topology
	Compactness
	Quotient Topology Continued
	Open Equivalence Relations
	An Alternate Approach to Quotient Topology

	Lecture 1
	Homotopy

	Lecture 2
	The Fundamental Group
	Path Connectedness and Simply Connectedness
	Induced Homomorphism and Its Properties

	Lecture 3
	Covering Space

	Lecture 4
	Lifting Map
	Lifting Correspondence

	Lecture 5
	Retraction
	Fixed Point Theorems
	Fundamental Theorem of Algebra

	Lecture 6
	Simplices
	Simplicial Complexes
	Abstract Simplicial Complex
	Abelian Group Essentials

	Lecture 7
	Notion of Orientation
	Homology Groups
	Homology Group Computation

	Category Theory Basics
	What is a Category?
	Functor and Functorial Properties


